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Outline - Why is this Important?
This article explores how the Kubernetes cluster scheduler becomes aware of GPUs and virtual GPUs on its nodes. We discuss this
particularly in the context of VMware vSphere with Tanzu. This GPU acceleration area is very important for data scientists so that
they can rapidly execute their machine learning model training and inference phases and iterate more quickly in the
development/deployment cycle. The material here is of interest also to data center and Kubernetes platform administrators as
they need to assess the impact of GPUs on their clusters - and understand the utilization of GPUs across different clusters. Here is
a summary of the core ideas we will look at:

A Kubernetes pod running on a bare metal server that needs a GPU, has exclusive access
to that GPU  

This means that on physical machines, the entire GPU is dedicated to that one pod – this
can be wasteful of GPU power

vGPUs solve this issue by allowing a virtual GPU (vGPU) to represent part of a physical GPU
to the Kubernetes pod scheduler. This optimizes the use of the GPU hardware and it can
serve more than one user, reducing costs.

A basic level of familiarity with the core concepts in Kubernetes and in GPU Acceleration will be useful to the reader of this article.
We first look more closely at pods in Kubernetes and how they relate to a GPU.

Pods in Kubernetes
A pod is the unit of deployment, at the lowest level, in Kubernetes. A pod can have one or more containers within it. The lifetime of
the containers within a pod tend to be about the same, although one container may start before the others, as the “init” container.
You can deploy higher-level objects like Kubernetes services and deployments that have many pods in them. We focus on pods
and their use of GPUs in this article. Given access rights to a Tanzu Kubernetes cluster (TKC) running on the VMware vSphere with
Tanzu environment (i.e. a set of host servers running the ESXi hypervisor, managed by VMware vCenter), a user can issue the
command:

kubectl apply -f <pod-specification-file-name>.yaml

to deploy a new pod for an ML application, for example, into that cluster. We will see an example of such a pod shortly. Here is a
set of Kubernetes pods running on VMs that implement Kubernetes nodes on VMware vSphere with Tanzu.
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A pod is scheduled to run on a node by the Kubernetes scheduler. We use the terms "node" and "VM" to mean the same thing in
vSphere with Tanzu. The Kubernetes scheduler for each TKC runs in a TKC Control Plane node. If it is successfully scheduled, the
pod then runs, by starting its containers, in one of the suitable TKC worker nodes, i.e., one of the VMs that support that Tanzu
Kubernetes Cluster on vSphere.

In a Kubernetes cluster, it is common to see many pods running at once. Even small clusters can have 60 or more pods running on
them. Pods can come and go and some live on for long periods - for many months in the case of some infrastructure pods, as we
will see. Here is a subset of the pods running in one of our TKCs in the labs.

 

The command

“kubectl get pods -A”

gives a view of how many pods are running in your Tanzu Kubernetes cluster.

The example above shows the pods running in just one TKC namespace – in this case, the "gpu-operator" namespace - within the
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cluster. There can be many more namespaces and pods within a TKC, and there can also be many TKCs running concurrently on
your collection of vSphere servers. Of the potentially large number of running pods across your TKCs, only a subset of them will
need to access a GPU for machine learning application acceleration. In the discussion below, we delve into how these pods may
use and share the available physical GPUs on your servers.

There can be several data science users/ML developers in your organization, each executing in their own individual TKC cluster, or
they can manage separate deployments in the same cluster. These users are very likely to need a GPU at the same time. In many
enterprises, more than one machine learning application will be under development, testing or deployment at one time.

When a Tanzu Kubernetes Cluster (TKC) is running on vSphere, a pod may be using a vGPU (a virtualized GPU), where this vGPU
represents a part of, or all of, a physical GPU. The questions we want to answer here are:

- how are pods scheduled onto those nodes that have a GPU/vGPU associated with them?

- can two pods in different nodes on a server share one physical GPU? 

Scheduling Pods in Kubernetes that Need a GPU
Firstly, when creating a pod using the kubectl command, we declare that the pod requires a GPU by means of a special section in
the pod specification in YAML. An example is given below.

apiVersion: v1

kind: Pod

metadata:

  name: tf-notebook

  labels:

    app: tf-notebook

spec:

  containers:

  - name: tf-notebook

    image: tensorflow/tensorflow:latest-gpu-jupyter

    resources:

      limits:

        nvidia.com/gpu: 1

     

Notice the section titled “limits” above. It specifies that this pod (really a container within it) needs a single GPU to work with. It
may require more than one GPU, so that number would be higher in the YAML spec. This pod will start successfully only if there is
an available node in the cluster with a GPU or virtual GPU associated with it – and that node is not already fulfilling a GPU request
for another pod, i.e. the GPU is available for use at this time.

The identification of which nodes have GPUs is done using specific labels. But how do Kubernetes nodes get the GPU-specific labels
assigned to them in the first place? These labels are not there when the VM representing the node starts up. That labeling is the
job of two kinds of pods that are part of the NVIDIA GPU Operator.

The Role of the NVIDIA GPU Operator
On vSphere with Tanzu, you deploy the NVIDIA GPU Operator into a TKC (using Helm)  to take care of the NVIDIA vGPU guest driver
installation, the device plugin installation and several other functions, along with the lifecycle management of all the pods in its
care. The GPU Operator installs the vGPU driver into a container that is run as part of one or more NVIDIA “driver daemonset”
pods. In order to create a driver daemonset pod on the correct GPU-capable node, the GPU Operator must first discover the GPU
capabilities of each node (i.e. whether there even exists a GPU on each node). To do this, when the GPU Operator is installing, it
starts a Node Feature Discovery (NFD) worker pod on every node in your Tanzu Kubernetes Cluster.

The NVIDIA GPU Operator also starts one or more GPU Feature Discovery (GFD) pods. The NFD Worker pod probes the node it is

https://docs.nvidia.com/datacenter/cloud-native/gpu-operator/install-gpu-operator-nvaie.html#install-gpu-operator-nvaie
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running on and if it finds a GPU device on there, then it applies the label to the node as follows:

feature.node.kubernetes.io/pci-10de.present=true

The code "pci-10de" is the NVIDIA vendor ID in the PCI standard. A GPU Feature Discovery pod is started on any node that obeys
the following condition:

nodeSelector:

        feature.node.kubernetes.io/pci-10de.present: "true"

The NFD and GFD pods therefore cooperate together so that a set of labels is applied to the TKC node, as follows:

nvidia.com/gpu.present=true

nvidia.com/gpu.count=1

nvidia.com/vgpu.present=true

After the GPU Operator has been deployed, you can see those labels on a TKC node which has a vGPU associated with it by using:

kubectl describe node <nodename>

For each VM or Kubernetes node in a TKC, we also see the fields referring to the GPU allocation by using the above command. Two
areas of the output from that command are shown here:

Once a pod is scheduled on to a VM that has a vGPU, the Requests and Limits fields for “nvidia.com/gpu” will be incremented in
the “Allocated Resources” section above. Kubectl passes the above information to the Kubernetes scheduler so that the scheduler
knows exactly the inventory state of the cluster for further GPU to pod allocation decisions.

You can read more about the Node Feature Discovery and GPU Feature Discovery pods that are used by the NVIDIA GPU Operator
here

If the single vGPU on our TKC node is already taken by a previously running GPU-aware pod, then another new pod that requires a
vGPU will not start.  

How vGPU-based Sharing Can Help with Pods
Each vGPU may represent a share of a physical GPU, i.e., part of its cores and framebuffer memory, to a VM. Alternatively, a vGPU
may also represent ALL of a physical GPU if you want to dedicate the full physical GPU to that VM. These options are chosen by the
user, either in the vSphere Client (for non-TKC VMs) or at VM Class creation time (for use in TKCs), using pre-ordained vGPU
profiles. Those profiles express how much of the physical GPU is to be assigned. Often, framebuffer memory sizing is the main
concern here. For more on that subject, look at this article. You can see the vGPU profile associated with a VM by highlighting the
VM in the vSphere Client and using “Edit Settings” on it. We will see examples of doing this below.

To address the pod-to-GPU mapping question, a vGPU profile that represents part of the shared physical GPU to one or more
Kubernetes nodes can be used to fulfill the need of a pod. This is one of the core values of virtualizing your GPU in the
Kubernetes world.

A vGPU on a node (a VM) is enough to satify the “nvidia.com/gpu: 1” requirement of the pod specification above. So now a pod on

https://github.com/NVIDIA/gpu-feature-discovery
https://core.vmware.com/blog/determining-gpu-memory-machine-learning-applications-vmware-vsphere-tanzu
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a second, separate VM (even if it is part of a separate TKC) can share one physical GPU with the pod belonging to your first VM.
The two pods may be in separate application workloads living in different VMs that run on the same server. The pods can now
execute against the same physical GPU, concurrently. The device plugin pod decreases by 1 the number of vGPUs available on the
node where the pod is scheduled to.

Below, we see an example deployment with two VMs in two separate TKCs, named tkc-2 and tkc-4, serving different data science
needs. There are other TKCs running here too, tkc-1 and tkc-3, that share the same hardware cluster. We focus in on tkc-2 and
tkc-4 here.

The VMs that make up each TKC below, each a Kubernetes node, have green arrow icons, indicating that they are running. Each of
the the gpuworker VMs (one is highlighted) hosts a pod that requires a GPU in the manner described in the limits section of the
YAML specification above.

Each of the two VMs has a vGPU profile named “nvidia_a30_2_12c”, giving it half the cores and half the framebuffer memory of an
A30 GPU. The A30 GPU has 24 GB of framebuffer memory.  You can see the vGPU profile at the “PCI Device 0” entry below. Our
first VM, whose name ends in “mw2v7” is running on host server “w2-hs-dmz-q2603.isvlab.vmware.com”, as we see in the “Host”
section below.

In the next image from the vSphere Client below, we see the same vGPU profile on our second example VM whose name ends in
“w8b5n”. This VM is also running on host “w2-hs-dmz-q2603” – the same host server as the first VM. This tells us that we can have
nodes from separate TKC clusters sharing the same server hardware.



How Virtual GPUs Enhance Sharing in Kubernetes for Machine Learning on VMware vSphere

©️ VMware LLC. Blog | 7

The two VMs of interest here - both of them Kubernetes nodes - are sharing a physical GPU.  We confirm that they share the same
physical GPU by looking at the last two lines of the nvidia-smi command output that is executed on the physical ESXi host server,
w2-hs-dmz-q2603, below. To see this view across all VMs on this one host server, we logged into that ESXi server to issue the
nvidia-smi command. There are two A30 GPUs on that server and the first one, GPU zero is fully occupied by the process whose
name ends in "cwsdp". Let's set that GPU to one side for now - it belongs to another cluster that we are not examining. We can see
from the Processes section here that our two VMs from the separate TKCs are running on GPU #1 on this host.
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The test described above shows that the GPU required by a pod in its spec is fulfilled by a vGPU profile on a node. Using vGPUs,
therefore, we do not have to dedicate a full physical GPU to one pod.

These VMs have a vGPU profile that gives them half of the physical GPU each. We can use smaller-sized vGPU profiles, and run
more VMs on this host in the same way. This is the case where the vGPU profile is a subset of the physical GPU’s cores (in the MIG
case) and framebuffer memory.

On the other hand, a vGPU profile may be set up to represent ALL of one physical GPU to a VM. One full GPU may be required by
the application, if the ML model fully occupies the framebuffer memory of that GPU, for example. In that case, one pod in that
application will consume the VM’s full vGPU profile and with it the full physical GPU. For those VMs that can access more than one
vGPU, and therefore more than one full physical GPU, we follow a similar approach.
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Multiple vGPUs on One Kubernetes Node (VM)
If you have two physical GPUs on one ESXi host server, then you can use two vGPU profiles to dedicate those two physical GPUs
fully to one VM, provided the GPUs are in time-sliced mode and are fully allocated (i.e. no subsets of memory/cores are allowed).
You may do this to accommodate a machine learning model that is too large to fit into one physical GPUs memory, for example,
and you want all of the GPU power assigned to one training exercise.

With two or more such full-profile, time-sliced vGPUs associated with a VM, as shown above at the PCI device 0 and 1 lines above,
then different applications can run within the same VM and use the individual vGPUs for pods independently of each other. You can
do this by using a full profile vGPU like "nvidia-a30-24c" on an A30 GPU or "a100-40c" on an A100 GPU.

Those two vGPU profiles indicate that all of the memory on the GPU hardware is assigned to the VM. These profiles can be
assigned to VMs of a custom VM Class in vSphere with Tanzu as discussed in a previous article. This design appears to the host
server as one VM consuming both full GPUs as seen below. Note that the names of the two running processes on the GPU map to
one name, the VM name ending in “lntmp” in this case, as we saw in the vSphere Client above.

https://core.vmware.com/blog/accelerating-workloads-vsphere-7-tanzu-technical-preview-kubernetes-clusters-gpus
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Two Full Profile vGPU profiles for two A30 GPUs are in use here by one VM (lntmp) on one host server

We can have up to four full physical GPUs represented on one VM using the correct vGPU profiles in this way. That number of
concurrent full GPUs on a single VM may increase in future versions of vSphere. This multi-GPU approach on one VM is used for
handling very large models that need the space, in terms of the GPU framebuffer memory, from more than one physical GPU.

Implications for Node/VM Design
Examine how your ML application pods will use a GPU. If the pod can execute well on a share of a GPU, such as one half, one
seventh or another fraction of a physical GPU, then that pod would run in a VM alongside other non-GPU consuming pods with the
appropriate vGPU profile assigned to it.

Pods from separate TKC clusters and VMs can share a single physical GPU if they are set up to use only a subset of that GPU. The
particular subset is assigned via a vGPU profile that is assigned to the node in which that pod is running.

If your pod requires access to a full GPU and there is only one physical GPU available to the pod’s VM on the host, then that pod
will have exclusive use of that GPU, via its full memory vGPU profile.

If two application pods are required to be run together on the same node (i.e. VM) , and both need access to a GPU simultaneously,
then you will need two physical GPUs assigned to that VM. This can be done using full-memory, time-sliced vGPU profiles. This is
the only case in which a VM can have multiple vGPUs with the same profile - at the time of this writing. A VM can have up to four
full memory profile vGPUs in this way and can therefore host four GPU-consuming pods at once.

Conclusions 
Many application and infrastructure pods can run concurrently in a Kubernetes cluster. Some of those pods require access
to a GPU for ML model training and inferencing acceleration.

A K8S pod running on bare metal that needs a GPU has exclusive access to that GPU  This means that on physical
machines, the entire GPU is dedicated to that one pod – which can be wasteful

Virtual GPUs on vSphere solve this issue by allowing a virtual GPU (vGPU) to represent part of a physical GPU to the
Kubernetes pod scheduler and thereby fullfilling the need of more than one pod accessing a physical GPU in parallel. This
can clearly save significant costs for these devices in the modern AI-driven data center.
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