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Atroduction to Storage Virtualization

Introduction to Storage Virtualization

Intro to Storage Virtualization

Getting Started with vSphere with
Operations Management

Introduction to Storage Virtualization

This walkthrough demonstrates the concept of shared storage in a vSphere with Operations Management environment. Use the
arrow keys to navigate through the screens.

Single-Server Environment

/ Hosting VM Files X High Availability

Virtual HDD X Scale Out
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Introduction to Storage Virtualization

Before we walkthrough the configuration of iSCSI, let’s review some storage basics. Internal hard-drives in a stand-alone ESXi host
can be used to host VMware Virtual Machine files including configuration files and virtual hard drives. While this is acceptable for a
single-server environment, a single server’s internal disks do not provide highly available storage, nor does this solution scale well.

Multi-Server Environment

..............................................................

« vMotion
Enhanced vSphere Capabilities -------coooooioiii « High Availability
« DRS

When multiple ESXi servers are clustered together, we can take advantage of VMware vMotion, High Availability (HA) and
Distributed Resource Scheduler (DRS) to provide enhanced functionality, availability and manageability. Shared storage provides a
common pool of storage for clustered hosts to access, enabling advanced vSphere features.

VSAN

Shared Storage

VSAN Enabled Shared Storage

vmware
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Introduction to Storage Virtualization

Shared storage can be provided in several different ways. VMware vSAN aggregates a mix of solid state and magnetic internal
hard drives of multiple physical servers into a logical, highly available, high performance datastore.

An external storage array is another option for providing shared storage to multiple ESXi hosts. This storage can be presented to
ESXi hosts using either file or block-based storage protocols. In file storage, the storage array (sometimes called a filer) creates

and owns a file system, presenting the file system to a host to use. VMware ESXi can mount file-based storage using the NFS
protocol.

X\E@dﬁ © VMware LLC.
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Introduction to Storage Virtualization

In block storage, the storage array presents a raw set of hard drive blocks called a Logical Unit (LUN) to the connected hosts. The
hosts are responsible for formatting and creating a file system on that space. Block-based storage, plus the storage adapters
(HBA) and storage fabric (switches and cabling) are known as a Storage Area Network, or SAN. ESXi supports Fiber Channel (FC),
Fiber Channel over Ethernet (FCoE) or iSCSI SANs. We'll focus on iSCSI for the remainder of this walkthrough.

‘VM
| | |

VMware ESXi VMware ESXi m VMware ESXi

VM“VM|‘VM|VM|‘VM“VM VM|‘VM ‘VM VMHVM_ VM|‘VM \\'MHVM‘
|

iSCSI, FC, FCOE

vmware File Block

ESXi hosts connect to iSCSI SANs using either 1Gb or 10Gb Ethernet connections. The SAN presents a raw LUN to ESXi. ESXi
formats the LUN with the VMware File System (VMFS). Virtual Machines are stored in the VMFS datastore. Note: Redundancy is
important to a reliable VMware vSphere environment. As such, iSCSI should be connected in a highly available manner.

vmware

vmware

by Broadcom

© VMware LLC. Document | 6



Introduction to Storage Virtualization

In a typical vSphere environment, we combine two or more servers that have VMware ESXi installed into a cluster. Those hosts
access the same shared storage datastores.

vmware

The physical servers should have two or more storage adapters. For iSCSI, this means that two or more 1GbE or 10GbE NICs
should be available in each physical ESXi host.

vmware

These NICs are connected to a pair of Ethernet switches. These switches should be capable of handling the expected amount of
traffic necessary for the I/O activity of all the virtual machines' storage traffic.
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Introduction to Storage Virtualization

vmware

Business-class storage arrays typically contain two or more storage controllers (A and B sides) for high availability. Each storage
controller has two or more front-end ports for host connectivity. These ports are cabled to the Ethernet switches in a highly
available manner.

vmware

LUNs are owned by one or both storage controllers depending on your array architecture. LUNs are formatted with VMFS. Virtual
machine files are stored in VMFS. The resulting environment provides multiple paths for storage traffic to flow from an ESXi host to
the storage array to a LUN.
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Introduction to Storage Virtualization

VM VM VM VM VM VM|VM‘VM

VMware ESXi VMware ESXi

HBA/NIC Failure

Switch Faliure
Storage Processor Failure

vmware

If any component in the SAN fails - a cabling failure, a NIC failure, a switch failure, or a storage controller failure - connectivity
between the host and the datastore will be maintained on one or more surviving paths. 'The Setting up iSCSI Storage' walkthrough

builds on the information presented here to help you configure iSCSI storage.
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Introduction to Storage Virtualization

vSphere 6.5 Storage Features
This whitepaper describes in detail the various features of the vSphere 6.5 Core Storage. Please visit:

vSphere 6.5 Storage Features
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Introduction to Storage Virtualization

NFS 4.1 Multipathing Configuration and Best Practices

With vSphere 6.0, ESXi incorporated the support for NFSv41 protocol. Multipathing is one of the feature which NFS41 provides.
We will talk about configuring and best practices of configuring Multipathing feature of ESXi's NFS41 here.

What is Multipathing?

Multipathing is a method to use multiple paths, each accessible through a different IP address, to access the storage. NFS 3 uses
one TCP connection for /0. As a result, ESXi supports 1/0 on only one IP address or hostname for the NFS server, and does not
support multiple paths. Though we can configure multiple NICs in "NIC teaming" to access a particular IP address through different
physical paths, this is not Multipathing

NFS 4.1, by contrast, provides multipathing for servers that support the session trunking. With session trunking, servers maintain
the states per session. We can have multiple connections associated with a session. When the session trunking is available, we
can use multiple IP addresses to access a single NFS volume.

Path selection

Currently NFS41 client selects the paths in a Round-Robin fashion. It selects the path only from a list of active paths. If a path goes
down then it is removed from the list of active paths till the connectivity is restored.

Multipathing configuration

Before configuring Multipathing, check whether the NFS server has support for it. The IP addresses of the interfaces exposed by
the server for Multipathing can be in the same subnet or in a different subnet.

The IP addresses for multiple paths need to be specified during volume mount. If one wants to add another path, volume needs to
be unmounted and remounted. Although there can be more than two paths, the following sections are based on having two
paths.

Paths in same Subnet

When the two paths have IP addresses in the same subnet, the ESXi host will make an independent connection to each of the
servers IP through its vmkernel portgroup IP which is in same subnet.

Note: Even if you configure multiple IP adresses in same subnet at ESXi, ESXi will chose only one IP adresss as source to establish
connections with server IPs.

152.168. 1.y

192.168.1x

152.168.1.z

Diagram: 1 '.

Steps to configure
Multipathing Configuration can be done through command line or through vSphere Web Client.

Command line

#esxcli storage nfs4l -H 192.168.1.30, 192.168.1.31 -s /mnt/sharel -v nfs4lsharel

vSphere Web Client

The configuration screen using vSphere Web Client is as follows.

vmware

by Broadcom

© VMware LLC. Document | 11



Introduction to Storage Virtualization

{3 New Datastore 2w

v 1 Type Name and configuration

Specify name and configuration
' 2 SelectNFS version

3 Name and configuration o If you plan to configure an existing datastore on new hosts in the datacenter, it is recommended to use the "Mount to additional

hosts" action instea
Configure Kerberos el oad
authentication

Datastore name: |NFS41Share1
§ Readyto complete

Folder: /mnt/share1

.E g: /datastore-001
Server(s) 192.168.1.30,192.168.1.31 e

E.g: nas, nas.it.com or 192.168.0.1

If the server that will back this datastore has trunking enabled, you can enter additional IPs above, which the ESXi host will use 1
achieve multipathing to this NFS server mount point

(@ Filter -

Servers to be added

i 0items [3Copy v
H »

Back Next Finish Cancel

Best practice configuration in same subnet

It is recommended to configure NIC Teaming to better utilize the bandwidth of physical NICs and avoid single point of failure of
NICS. To configure NIC Teaming, attach multiple adapters to the vmkernel portgroup of NFS. Configure NIC Teaming with the IP
hash load-balancing policy

Switch

NF541 Storage

Paths in different Subnets

With different subnets we can configure multiple vmkernel portgroups to communicate with IP address in the respective subnets.
This configuration provides independent connections from each vmkernel portgroup and provides better redundancy and
bandwidth utilization than paths in the same subnet.

In the example below

e 192.168.1.y can be reached by vmk1, which is in same subnet as vmkl1.

e 192.168.2.y can be reached by vmk2, which is in same subnet as vmk2.

X\B/Edcg © VMware LLC. Document | 12



Introduction to Storage Virtualization

192.168.1.y/24

92 16881 x/24d

h92.168.2.5/24 152.168.2.y,

Diagram: 3

Steps to configure
Command line

[root@w2-nfs-esx106:~] esxcli storage nfs4l -H 192.168.1.101,192.168.3.101 -s /share2 -v nfs41lShare2

[root@w2-nfs-esx106:~] esxcli storage nfs4l list
Volume Name Host(s) Share
Hardware Acceleration

krb5i 200g

Accessible Mounted Read-Only Security sPE

192.168.1.101,192.168.3.101 /krb5i 200g true true false AUTH SYS false Not

Supported
vSphere Web Client
The configuration screen using vSphere Web Client is as follows.

New Datastore (2) M
v 1 Type Name and configuration E

Specifyname and configuration

¥ 2 SelectNFS version

o If you plan to configure an existing datastore on new hosts in the datacenter, it is recommended to use the "Mount to additional

Configure Kerberos hosts" action instead

authentication

Datastore name: |NFS41Share1
5 Readytocomplet L

Folder ifmntfshare1

E.g /datastore-001
Server(s)

Servers to be added

]

Best practice configuration for different subnets

‘192 168.1.101,192.168.3.101
E.g: nas, nas.it.com or 192.168.0.1

+

Q Filter

If the server that will back this datastore has trunking enabled, you can enter additional IPs above, which the ESXi host will use
achieve multipathing to this NFS server mount point

0items ["yCopy *
»

Back Next

With different subnets we can have independent connections from different vmkernel portgroups. To utilize the network
bandwidth and to have better redundancy at physical layer, configure each portgroup to be in different virtual switch and

configure each vmkernel portgroup for NIC Teaming.

vmware
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Introduction to Storage Virtualization

Avoid Single Point of Failures

NIC teaming provide first level of redundancy at NIC level. As a generic NFS best practice and to avoid single point of failure further
at physical switches and NAS level, configure them for redundancy at different levels.

Physical Switches

This configuration provides second level of redundancy at physical switches. If switchl goes down, traffic can be routed through
switch2. With this solution, one has four potential NIC cards in the ESX server configured with IP hash failover and two pairs going
to separate LAN switches - with each pair configured as teamed at the respective LAN switches.

For NAS level redundancy and more details, refer to the NFS Best Practices guide.

Viewing the Multipath connections

“vsish” utility can be used to view the connection details for each mounted NFS41 share. The vSphere Client currently doesn’t
provide this information.

Following is the output for a share with two paths in different subnets.

[root@w2-nfs-esx106:~] esxcli storage nfs4l list
Volume Name Host(s) Share Accessible Mounted Read-Only
Security isPE Hardware Acceleration

share2 192.168.1.101,192.168.3.101 /share2 true true false AUTH SYS false Not Supported
share2 Datastore is associated with cluster “1”. There are two connections associated with the session of this
cluster.
/>get /vmkModules/nfs4lclient/clusters/1/servers/1/sessions/000000009A601F597856341200000000/connections/1/info
NFSv4.1 Connection Info {

network Address:tcp:192.168.1.101.8.1

state:NFS41 S CONN_UP

sched:1

orphaned:0
}
/>get /vmkModules/nfs4lclient/clusters/1l/servers/1/sessions/000000009A601F597856341200000000/connections/2/info
NFSv4.1 Connection Info {

network Address:tcp:192.168.3.101.8.1

state:NFS41 S CONN UP

sched:1

orphaned:0

X\B/Edcg © VMware LLC. Document | 14
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Introduction to Storage Virtualization

Configuring iSCSI Storage

Getting Started with vSphere with
Operations Management

Configuring iSCSI Storage

This walkthrough demonstrates how to connect to iSCSI storage on an ESXi host managed by vCenter with network connectivity
provided by vSphere Standard Switches. Use the arrow keys to navigate through the screens.

| 2 vsphere web clert =]

< [@- cor slm- & &

& il @ https:{/10.152.190.11:9443/vsph

User name: VMware vSphere Web Client
© The vSphere Web Client session has timed out

Password:

Login

Now that you understand how iSCSI is presented and connected, leta€™ s look at how to configure iSCSI in ESXi. We logon on to
the vSphere Web Client.

vmware
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Introduction to Storage Virtualization

[@vSpheveWebcm -

(€ )il ) @ itps://10.152.190.11:9443]vsphere-clent]#extensionld=vsphere. core.controlcenter.domaintiew 77 v ¢ [B- coogle slB- & &

vmware* vSphere Web Client #® @&
4 History

Home | ~ [2] Recent Tasks
(] vCenter Inventories All Running Failed
[i§% Rules and Profiles > @ Check new notifications

(J vCenter Orchestrator @ @ E s 2 @ vsom-veva-01

io... Queued
W SohorsiData Frotscly vCenter Hosts and VMs and Storage Networking vCloud Hybrid ®
Service Check new notifications

Installer @ vsom-veva-01

Queued

S vCenter
(¥’ ¥Sphere Replication Clusters Templates Orchestrator

&% Administration

[£] Tasks j ® check new notifications
f@ Log Browser & vsom-veva-01

vSphere
[ Events Replication Queued

T (] Download patch definitions

ags

O Tog @ vsom-veva-01

Q New Search ‘ Queued -

[ Saved Searches Q B & E; M My Tasks ~ More Tasks
- - | .

TaskConsole  EventConsole  HostProfiles VM Storage Customization vCenter v 7 WorkIn Progress =}
Policies Specification Operations
Manager Manager

Administration
Roles Licensing vCenter ~ 3 alarms o
Solutions
B watch How-to Videos Wirster e =
[ an@ | New© Ackno..

Go to the [Hosts and Clusters] view.

[@vSpheveWebcm -

(€ il ) @ hitps:/10.152.190.11:9443)vsphere-client, phere. core.host.manage. settings. vnicView; context=com,vimware.core.model%34%3A5erverC .7 c'lv Google PI B & #

vmware* vSphere Web Client #® @
e
) | O X ﬁmm«wnuueummi Actions ~

8 Q. Summary  Monitor | Manage | Related Objects v @ Recent Tasks EI\

v [P vsom-veva-01
+ [lyvsom-datacenter-01 [ Seftings Wﬂﬂ Storage | Alarm Definitions } Tags | Permissions All Running Failed |
» P DMzCIuster v Open firewall ports []

» 6 ManagementCluster « VMkernel adapters ﬂ prod-esxi41 vmwaredemo. Im..
» P secure Virtual switches = v Change Software Internet SC1

2@ B (QFitter ) | § potesisi

VMkernel adapters
Device Network Label Switch IP Address TCPAP Sta

Fiwslcol adapters vmkd @ ManagementNetw.. i} vSwitchd 10.152.4.41 Default
TCPAP configuration

Advanced

loc
@ Check new notifications

@ vsom-veva-01

Queued

@ check new nofifications .
M;Tasks w. More Tasks |

~ 7 WorkInProgress [

VMkernel network adapter:

3 alarms »

| M@ | New(® Ackno..

ect a VMkernel ni ork adapter from the list to r edit its details

Select the [Host], go to the [Manage] tab and click on [Networking]. Under [VMkernel Adapters], click on [Add Host Networking].

vmware
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[@vswmwd:cm M
(€ @l ) @ hitps://10.152.190.11:9443]vsphere-client, phere.core.host.manage. settings. vnicYiew;context=com.vimware. core.model%s 34%3AServerC 7.7 'clvcoogle PI B- & A&

@ prod. local

1 Select connection type Select connection type

2 Select target device

Select a connection type to create.

3 Connection settings (+) WMkernel Network Adapter
3a Port properties The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere yMotion, iSCSI,
NFS, FCoE, Fault Tolerance, Virtual SAN and host management.
() Physical Network Adapter
4 Ready to complete A physical network adapter handles the network traffic to other hosts on the network.
() Vvirtual Machine Port Group for a Standard Switch
A port group handles the virtual machine trafiic on standard switch.

3b IPv4 settings

Select [VMkernel Network Adapters] and click on [Next].

[@vswmwd:cm M
(€ il ) @ hitps:/10.152.190.11:9443)vsphere-client, phere.core.host manage. settings. vnicView; context=com.vmware. core.model% 34%3AServerC 77 7 C'I B - Google PI B & #

| @ prod

+ 1 Select connection type Select target device

Select a target device for the new connection.
3 Connection settings (s) Select an existing standard switch
3a Port properties
3b IPv4 settings

() New standard switch
4 Ready to complete

We click on [Browse] to select an existing standard switch. You can also choose to create a new standard switch.

X\B/Edci © VMware LLC.
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[ (5 vsphere Web Client [+]
(€ il ) @ hitps://10.152.190.11:9443)vsphere-client, phere.core,host.manage. settings. vnicView;context=com.vmware.core.model%3A%3AServerC 77 ¥ G l ' Google pl B 3 #

H ‘ (x)

Select a standard switch on which to create a VMkernel adapter.
Switch Discovered lsst
i vSwitcho

£} vawitent

We select the standard switch [vSwitch1] and click on [OK] and click on [Next].

[ (5 vsphere Web Client [+]
(€ il ) @ hitps://10.152.190.11:9443)vsphere-client, phere.core,host.manage. settings. vnicView;context=com.vmware.core.model%3A%3AServerC 77 ¥ G I ' Google pl B 3 #

| @ prod

+ 1 Select connection type Port properties
i Specify VMkernel port seftings.
' 2 Select target device

3 Connection settings VMkernel port settings

3a Port prop

s Network label: fiscan
3b IPv4 settings

4 Readyto complete VLAND: None (0) j
IP settings: IPv4 |~

TCPAIP stack: Default

Available services

Enable services: [] ¥Motion trafiic
[] Fault Tolerance logging
[] Management traffic
[[] virtual SAN traffic

Cancel |

Assign a name to the network and click on [Next].

X\B/Edcg © VMware LLC. Document | 18
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[@vswmwwcm M
(€ il ) @ hitps://10.152.190.11:9443]vsphere-client, phere.core.host.manage. settings. vnicYiew;context=com.viware. core.model%s34%3AServerC 7.7 'clvcoogle PI B- & A&

| @ prod

+ 1 Select connection type 1Pud settings
Specify VMkernel IPv4 seftings.
+ 2 Select target device
3 Connection settings () Obtain IPv4 settings automatically
v 3a Portproperties (®) Use static IPv4 settings

IPv4 address: 10 . 154 190 . 41

4 Ready to complete
Subnet mask: 255.255. 0 . O

Default gateway for IPv4: 10.152.255.250
DNS server addresses: 10.152.190.20

10.152.180.21

Cancel

Configure the IP settings. We choose to use static IP addresses and click on [Next].

[@vswmwwcm M
(€ il ) @ hitps://10.152.190.11:9443]vsphere-client, phere.core.host.manage. settings. vnicYiew;context=com.viware. core.model%s34%3AServerC 7.7 'clvcoogle PI B- & A&

1 Select connection type Readyto complete
Review your settings selections before finishing the wizard.
2 Select target device

g} Connection setings Standard switch: vBwitch1
3a Port properties New port group: isCsi
3b IPv4 settings VLANID: Nona/(0)

TCP/IP stack: Default
v

wMotion traffic: Disabled

Fault Tolerance logging: Disabled

Management traffic: Disabled

Virtual SAN traffic: Disabled

1Pv4 settings

IPv4 address: 10.154.190.41 (static)
Subnet mask: 255.255.0.0

Next | Finish Cancel

Review the settings and click on [Finish].
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[@vswmwd:cm

(€ il ) @ hitps://10.152.190.11:9443]vsphere-client, oh

¢ l ~ Google

O | root@localos ~

.core.host.manag

ttings. vnicView; context=com.vmware.core.model%3A%3AServerC

h @

vmware* vSphere Web Client | Help ~

2] prodrmu. | Actions v

RO §
8 8

o |
v [P vsom-veva-01
~ [lvsom-datacenter-01
» P DMzCIuster
» ) ManagementCluster «
» ) SecureServersCluster

Z prod-esxi41 vmwaredem).

2] Recent Tasks =)

[ Settings Im Storage | Alarm Definitions } Tags | Permissions' All Running Failed |
v Update network configuration +

VMkernel adapters ﬂ prod-esxi41 vmwaredemo.log

i . — v Update nemorkconngura(mn::
Virtual switches B@al/sx Oy~ (@ Fiter =)

d-esxid
\/Mkernel adapters ﬁ P 1 loc
Device Network Label Switch IP Address TCPAP Sta

= ' Open firewall ports
Fivical daoptets vmko @ ManagementNetw.. {i vSwitchd 10.152.4.41 Default
vmki @ iscsit £ vawitcht 10.164.190.41 Default
vmk2 @ i8CSi2 £ vawitch1 10.158.190.41 Default

Summary  Monitor | Manage | Related Objects

E prod-esxi41 vmwaredemo.loc
v Change Software Interet SC!
B prod-esxiat vmwaredema.log, n
My Tasks v

TCPAP configuration
Advanced

More Tasks |

_~ 7 WorkinProgress O

<
VMkernel network adapter: vimk2

[ Al ‘ Properties  IP Settings  Palicies

Port properties
Network label
VLAN ID
TCPAP stack
Enabled senvices

|~ €3 Alams E.l

| wl@ | New® Ackno..

iSCsI2
None (0)
Default

As covered in the introduction, we need to have multiple iSCSI adapters configured across multiple physical NICs and physical
switches. So we have also created another VMkernel Adapter here. Note that the second iSCSI network will need to be configured
with a different IP address. The ESXI software iSCSI initiator supports a single iSCSI session with a single TCP connection for each
iSCSI target. Next we go into [Virtual Switches].

[@vSpheieWebCliem

(€ @l ) @ hitps:/10.152.190.11:9443]vsphere-client, oh

.core.host. manage. setting: hesView;context=com.vmware.core.model%3A%

c l ~ Google

vmware* vSphere Web Client #® @&

i pmﬂ-mu. | Actions v

»{5;
v | @ 8 @

v [ vsom-veva-01

Summary  Monitor | Manage | Related Objects s @ Recent Tasks EI\

Running Failed

v [lvsom-datacenter-01
» [P DMzCIuster
» ) ManagementCluster
» ) SecureSeversCluster

Z prod-esxi41 vmwaredem).

[ Settings Im Storage | Alarm Definitions } Tags | Permissions' Al

Virtual switches

«
Virtual switches

Bem=2/7/%X60

v Update network conﬁguraﬁonz
ﬂ prod-esxi41 vmwaredemo.log
v Update network configuration f
ﬂ prod-esxi41 ymwaredemo.loc

VMkernel adapters
Switch

$iF vSwitch
£ vawitcht

Discreared euey V' Update network configuration

Physical adapters
E prod-esxi41 vmwaredemo.loc

TCPAP configuration
v Open firewall ports

Advanced @ prod-esxi4t vmwaredemo loc,

My Tasks v Mare Tasksv i

Standard switch: vSwitch1 (iSCSI1)
7 X

Virtual Machines (0)
® iscsi2

VLAN ID: -
¥ VYMkernel Ports (1)
vmk2:10.158.190.41

|~ 7 WorkinProgress 1.

*—t 8 ymnic5 10000 Full

|~ €3 Alams o

£ iscait | wl@ | New(® Ackno..

VLAN ID:

¥ Viikernel Ports (1)
vk :10.154.190.41

We need to ensure that the TCP connections always traverse the same network as the initiator connects to the iSCSI. We will
configure teaming and failover settings. We first select [iSCSI1] and click on the [Edit] icon.

vmware
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[@vswmwwcm

(€ il ) @ hitps:/10.152.190.11:9443)vsphere-client, phere.core.host.manage. setting: hesView;context=com.vmware.core.model%3a% 7.7 'C'I'Gaogle PI B & #

. iSCSH - Edit Settings

Properties
Security
Traffic shaping

‘eaming and failover

Load balancing: [J ovenide | Route based on originating virtual port
Network failure detection:  [[] Override | Link status only
Notify switches: [J ovenide | ves
Failback: [[] ovenide | Yes
Failover order
[V] override
%+ ‘W‘ Properties  CDP

Active adapters Adapter Intel Corporation 82599E8 10-Gigabit SFUSFP+
vmnicd Network Connection
Standby adapters Narne vmnics
e S Location PCI 04:00.1
vmnic5 Driver ixghe
Status
Status Connected
Configured speed, Duplex 10000 Mb, Full Duplex
Actual speed, Duplex 10000 Mb, Full Duplex

Select active and standby adapters. During a failover, standby adapters activate in the order specified above.

ok ]

Go to [Teaming and Failover], click on the check box to [Override] failover border and make a€cevmnic4a€ as the only active
adapter on iSCSI1 and click on [OK].

[@vswmwwcm -

(€ il ) @ hitps:/10.152.190.11:9443)vsphere-client, phere.core.host.manage. setting: hesView;context=com.vmware.core.model%3a% 7.7 '(Z'Iv Google Pl B- 3 #

vmware* vSphere Web Client #® @&

8 prodesxi4twmwaredemodocal | Actions

8 9. Summary  Monitor | Manage | Related Objects

v [ vsom-veva-01

v [lgvsom-datacenter-01 [ Seftings Im Storage | Alarm Definitions } Tags | Permissions] Al JRonhiog Failed =l
N E DMZCluster ' Reconfigure port group [
» [P ManagementCluster « Virtual switches prod-esxi41 vmwaredemo.log
» P secureServersClustes Update network configuration i
Z prod-esxid 1 wr dem. VMkernel adapters Q Q’ RS /7 X0 prod-esxi41 vmwaredemo.loc
el Dircovennd e Update network configuration

prod-esxi41 vmwaredemo.loc

Physical adapters £ vowicho ~

TCPAP configuration ﬁ vwitch1

Update network configuration
prod-esxi41 vmwaredemo.lod,
More Tasks |

Advanced

Standard switch: vSwitch1 (iSCSI2)
7 X

® VLANS80 (i) || [ Physical Adapters
VLAN ID: 580 8 vronic4_ 10000 Full
Virtual Machines (0) 8 vmnics 10000 Full )
T == Gl
8 iscsi2 [5) o
VLAN ID: i e

¥ Vikernel Ports (1) All(0) | New(0) Ackno..
vmk2 : 10.158.190.41 e

® iscsit (i)
VLAN ID; --

We repeated the same process on the iSCSI2 and have changed the failover order to use a€cevmnic5a€ as active, and "vmnic4" as
unused.
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(€ 8 @ hpsi/10.152.190.11:5443/vsphere cie fioicorei st anngs SEEE scontext=com vmware core modelt34 77 C | (I~ Goodle AlE- 3 A

vmware® vSphere Web Client  # @ aot@ocalos | Hep ~ | (D

VMW

8 9. Summary  Monitor | Manage | Related Objects
3 Vhwiare vCenter Log | 4
(5 VMware vCenter Orch [ Settings I Networking M Alarm Definitions ] Tags | Permissions
(Sp vShield Manager
(pvSphere Data Protecti “« Storage Adapters
& vSphere Replication £ —_— Queued
(5 vSphere Replication € Storage Devices + & 0 " M @ Check new notifications
~ ) secureSenversCluster ) | Type SIS ldentfa B vsom-veva-01
[ prod-esxi36 ymwared Host Cache Configuration || Software FCOE adapter... Bublied
apmd-esxia'!.vmwared L vmhba 8csl Unknown @ Check new notifications
i Pmﬂ-ESXFB»W“Wﬂ’E“ SB700 SATA Controller [IDE Mode] i B vsom-veva-01
(@ prod-esxia9.ymwared vmhba32 Block SCSI  Unknown P
(3 DS2DB-SLESVMWSP
i vmhba33 Block SC8I | Unknown @ pownload patch definitions

& dvdstore-sql
) OlioDB-SLESVMWSP ﬁ vmhbal - Block SCS1 Unknown @ vsom-veva-01
o B Queued

& prod-exch07mb1 -
@ prod-exchcast Adapter Details My Tasks v

(& prod-exchcas2

& prod-exchmb1 Properties l Devices Paths

& prod-exchmb2

& prod-file01

5 prod-file02 Name  vmhba2

g ‘"":'Wf'*scz';’ Model  MegaRAID SAS GEN2 Controller
prod-win-ve

& VMmark-w2k3

5 VNX2 Simulator ~ J Alarms

Z prod-esxi41.vm: :
Al | New(@ Ackno.. |+

All Running Failed
® Check new notifications 14}
@ vsom-veva-01

General

Here we see that we have a list of local storage adapters and no iSCSI adapter, so we will add a new iSCSI adapter by clicking on
the add [+] icon and selecting [Software iSCSI Adapter].

[@vsprmwebcm -
(€ ) @ trpsi110.152.190.11 54430 vsphereclrt ahere,core.host,manage.setting: seontext=com vmware.core madelto3a 77 C | B~ Goode AlBE- 3 4

Anew software iISCS| adapter will be added to the list. After it has been added, selectthe adapter and use the Adapter Details

section to complete the configuration.
T

Click on [OK] on this prompt.
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[@vsvhevewd:ciem
(€ ) @ hepsi10.152.190 115443l vphere-den here.coretorage. adaptersDetals views swlscsi targetsicontext=Object{object Objectfee 77 7 C* | (I - Google AlE- 3 A

vmware* vSphere Web Client f

8 e Summary  Monitor | Manage | Related Objects > 7] Recent Tasks ol
v (P vsom-veva-01
v [lgvsom-datacenter-01 [Se\lings \ Networking M Alarm Definiions J Tags | Parmissions] All Running Failed |
» [P DMzCIuster ¥ Power Onvitual machine 4|
» ) ManagementCluster “« Storage Adapters @ starwind-iscsi

» ﬁ SecureServersCluster —_— + Initialize powering On
H oro v : sl + @2 04| - (@ Fiter

o
Storage Devices Eg 1
' Reconfigure vitual machine

@ starwind-iscsi

Adapter Type Status Identifier
S$B700/SB800 IDE Controller

vmhbal Block SCSI Unknown v Reconfigure port group
vmhba3s Block SCSI  Unknown B prod-esxiat ymwaredema.loc
iSCSI Software Adapter | v Reconfigure port group
vmhba36 iscsl Online ign.1998-01 ! ﬂ d-e5xid1 loc

Host Cache Configuration

p
v Update network configuration

ﬂ prod-esxi41 vmwaredemo.loC v,
Adapter Details My Tasks v More Tasks

CH|

Properties Devices Paths | Targets | Network PortBinding Advanced Options

mﬁm ﬁ Di wﬁ Static Discovery

Remave Authentication. Advanced

iSCSI server

This listis empty.

All(0) | New(0) Ackno.. |~

Here we will add the IP addresses of the iSCSI storage array. Click on [Add].

[@vsvhevewd:ciem
(€ ) @ hepsi10.152.190 115443l vphere-den here.coretorage. adaptersDetals views swlscsi targesicontext=Object~{object Objectlee 77 7 C* | (I - Google AlE- 3 A

Authentication Settings

[V Inherit settings from parent

We specify the IP and the port and click on [OK].
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\(_: il ) @ https:{/10.152.190.11:9443/vsphere-clienty phere. core. storage. adaptersDetails. views. swiscsi conte: r=ob|ect~[ob,ectob,ecx]m"*-'c]v Google PI B 3 #

vmware* vSphere Web Client f

Gall) Fecenasks =
v (P vsom-veva-01

v[;gvsum-da!acemev-m [Setlings I Networking M Alarm Definitions J Tags | Parmissinns] All Running Failed

» [P DMzCIuster ¥ Update Internet SCSI authenti+ |
» B ManagementCluster “ Storage Adapters ﬁ prod-esxi41 vmwaredema.log,,

_ v Add Internet SCSI send target
Storage Adapters p 3
[ soromosioners [T i (@

Storage Devices e = = —— E prod: 41 loc
S 2 = e v Update Intermet SCS1 authenti

@ prog-esxi41 ymwaredemo.loc
v Add Internet SCSI send target
@ prog-esxi41 ymwaredemoloc, L
My Tasks v More Tasks f

Host Cache Configuration  gp700/58800 IDE Controller

vmhbal Block SCSI Unknown
vymhba35s Block SCSI  Unknown
iSCSI Software Adapter

Led

Adapter Details

Properties Devices Paths Tamets|Ne|workPortBInding Advanced Options

Remove || Authentication Advanced
iy Al | New(@) Ackno..
10.154.190.6:3260
10.160.190.6:3260

In our demo environment, the iSCSI array has two controllers with a single NIC each. So we have also added a second target
address here. With both the targets added, we will now rescan the iSCSI software adapters to find the LUNs that are available.
Click on the [Rescan] icon.

[Qmewcm

\(_: il ) @ https:{/10.152.190.11:9443/vsphere-clienty phere. core. storage. adaptersDetails. views. swiscsi context=Object~[object Object}vcc 77 ¥ cl. Google PI B & #

[] Scan for new Storage Devices
Rescan all host bus adapters for new storage devices.
Rescanning all adapters can be slow.

[] Sean for new VMFS Volumes

Rescan all known storage devices for new VMFS volumes that have been added
since the last scan. Rescanning known storage for new file systems is faster than
rescanning for new storage.

o [ome ]

Select the areas that need to be scanned and click on [OK].
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[@vSpheieWebCliem -

(€ i @ hitps://10.152.190.11:9443]vsphere-clent, phere. core. storage. adaptersDetais. views. devices; context=Obiect~[object Object}core ! cl'Gﬂogle AlE- 3 A

vmware® vSphere Web Client #® @&

» O X ﬂpmd-mui Actions ~

8 Q. Summary  Monitor | Manage | Related Objects v @ Recent Tasks
v [ vsom-veva-01 —— —
~ [l vsom-datacenter-01 [ Seftings ‘ Networking Fﬂm Alarm Definitions } Tags | Permissions' All Running Failed |
» ) omzCluster ¥ Rescan VMFS [+]
» ﬁ ManagementCluster « Storage Adapters ﬂ prod-esxi41 ymwaredemao.loc,,

» §J Secure! _ . p v Rescan all HBAs
o — . = Storage Adapters + @ .E. ‘ u'j' (@ Fitter

Storage DELE Adapter Type Status Identifier : ﬂ i il ]
g v Update Internet SCSI authenti
Host Cache Configuration  poyapaip SAS GEN2 Controller i
vmhba2 scsl Unknown
SB700 SATA Controller [IDE Mode]
ymhba33 Block SCSI  Unknown

<]

E prod-esxi41 vmwaredemo.loc
v Add Internet SCSI send target
@ prod-esii4t ymwaredemoloc, |
My Tasks v More Tasks |

Due to recent configuration changes, a rescan of this storage adapter is recommended. ~ 7 Work In Progress =}

Adapter Details

Properties | Devices | Paths Targets Network Port Binding Advanced Options

w [y~ (Q Filter -
Name Type Capacity Operational... Hardware Acceleratior
ROCKET iSCSI Disk (eui 95f0.. disk 100.00 GB  Aftached  Unknown

g {3 alarms
| wl@ | New(® Ackno..

Once the scan is complete; we go into the [Devices] tab and see that an iSCSI disk has been found. We then switch to the [Paths]
tab.

[@vSpheieWebCliem

(€ i ) @ hteps:10.152.190.11:9443 vsphere-clert; phere. core. storage. adaptersDetais. views. paths; context=Object~{object Object}core 1 clvcaogle AlE- 3 A

vmware® vSphere Web Client #® @&

» O X ﬂpmd-mui Actions ~

8 9. Summary  Monitor | Manage | Related Objects

(2] Recent Tasks
v [ vsom-veva-01

~ [l vsom-datacenter-01 [ Settings ‘ Networking | Storage | Alarm Definitions } Tags | Permissions' All Running Failed |
» [P DMzCIuster v Rescan VMFS
» ﬁ ManagementCluster « Storage Adapters ﬂ prod-esxi41 ymwaredemao.loc,,

g + @208 O~

B prod-esxid1 dem.

( v Rescan all HBAs
(a Filter )
Storage DELE Adapter Type Status Identifier ﬂ i il ]
~ v Update Internet SCSI authenti
Host Cache Configuration  poyapaip SAS GEN2 Controller i
vmhba2 scsl Unknown
SB700 SATA Controller [IDE Mode]
ymhba33 Block SCSI  Unknown

<]

E prod-esxi41 vmwaredemo.loc
v Add Internet SCSI send target
@ prod-esii4t ymwaredemoloc, |
My Tasks v MnreTasksv i

Due to recent configuration changes, a rescan of this storage adapter is recommended. ~ 7 Work In Progress =}

Adapter Details

Properties  Devices ‘ Paths | Targets Network Port Binding  Advanced Options.

Enable |

Runtime Name Target Status

vmhba36:C3.TO.LO ign.2008-08.com.starwindsoftw... 0 @ Active (li0)

| wl@ | New(® Ackno..
Vmhba3E:coTO.LO 1an.2008-08.com starwindsoftw.. 0 o Active

We see that there is one path for each VMkernel adapter that was configured. This enables high availability to our iSCSI storage

array. With the new LUN found, we will go ahead an configure a new VMware file system on the newly found LUN. We click on
[Actions].
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[@vswmwwcm

zation

(€ il ) @ hips://10.152.190.11:9443/vsphere-client, phere.core.st

Details. view:

& 'C'l' Google

jcontext=Object~[object Object]~core

@

vmware* vSphere Web Client

[& prod-esxid1.ymwaredemo.local

Actions ~

[@ Actions - prod-esxid1 ymwaredemolocal 3
B, Enter Maintenance Mode
~ [lvsom-datacenter-01 Settings | Networking ['Storage | Alan B EvitMaintenance Mode

» [P DMzCIuster @ connect

» [P ManagementCluster “« Sto m Power On

» B secureServersCluster Storage Adapters E Reboot

Storage Devices j @ Shut Down
A4 B¢ Disconnect

Mi 93 New Virtual Machine...
ﬂ ¥ Deploy OVF Template...

Summary  Monitor | Manage RSI%

v [ vsom-veva-01

Host Cache Configuration

ﬁ Settings
<
Mave To...
0 & AssignTag...
(% Remove Tag

A
Alarms

AllvCenter Actions

|~ ] Recent Tasks

(@ Filter

All Running Failed
v Rescan VMFS Z
ﬂ prod-esxi41 vmwaredemao.loc,,
v Rescan all HBAs

Status Identifier

Unknown

Unknown

-
Ehis storage adapter is recommended.

rk Port Binding  Advanced Options

Update Manager

Runtime Name
vmhba36:C3.TO.LO
vmhba36:CO:TO:LO

Target

Click on [New Datastore].
[@vswmwwcm -

ign.2008-08.com.starwindsoftw...
ign.2008-08.com.starwindsoftw...

Status
0 @ Active (li0)
0 ¢ Active

prod: 41 loc
v Update Internet SCSI authenti
ﬁ prod-esxi41 ymwaredemo.loc
v Add Internet SCSI send target
B prod-esxiat vmwaredema.log,

My Tasks v More Tasksv

|~ 7 wWorkinProgress [

~ 1) Marms o
Al | New(1) Ackno...
A prog-ilen3
Virtual machine CPU usage

Details. view:

(€ ) @ hips://10.152.190.11:9443/vsphere-client, phere.core.st dapt

jcontext=Object~[object Object]~core

& 'C'I' Google

AlE- & A

3 New Datastore

~/ Location: ﬁ prod-esxi41.vmwaredemo.local
1 21me
3 Name and device selection
4 Partition configuration

5 Ready to complete

Click on [Next].
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[ (&) vsphere Web Client [+
(€ il @ hips://10.152.190.11:9443/vsphere-clent phere. core.st daptersDetais. view context=Object~[object Object}vcore ~ 'clvcaogle AlE- & &

3 New Datastore

+ 1 Location Type

or | T - \v¢s

3 Name and device selection Create a VMFS datastore on a diskiLUN.

4 Partition configuration (ONFS

5 Ready to complete Create an NFS datastore on an NFS share over the network.

Select VMFS and click on [Next].

Cancel |

[ (&) vsphere Web Client [+
(€ il ) @ hrtpsi//10.152.190.11:9443/vsphere-clent, phere. core.st daptersDetais. view context=Object~[object Object}vcore v e ~ Google AlE- & A

3 New Datastore

+ 1 Location Datastore name: iISCSI-Datastore-1

Vv 2 Type

Il 3 Name and device selection Name.

LUN

4 VMFS version ROCKET iSCS Disk (ui 95f4f07bd2742735) 0
§ Partition configuration Local SMC Disk (naa.60030480065309001295d61823... 0

6 Ready to complete

Assign a name and select the newly found LUN. Click on [Next].

X\B/Edci © VMware LLC.

(Q Filter

Capacity Hardware Acceler...
100.00GB  Unknown
1.09TB Not supported

Diive Type  Snapshot Vo...
Non-88D
Non-SSD

2items

Cancel
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[@vswmwwcm

(€ il ) @ hips:10.152.190.11:9443]vsphere-clert; phere. core. st daptersDetais. views.paths;context=Object~{object Object}core q C'l'Google AlE- 3 A

3 New Datastore

v 1 Location (*)VMFS 5
A 2 Tyre VMFS 5 enables 2+TB LUN support.

il v 3 Name and device selection @ws3

o VMFS 3 allows the datastore to be accessed by ESX/ESXi hosts of version earlier than 5.0.
B 4 VMFS version

5 Partition configuration
6 Ready to complete

Cancel

Select the VMFS version and click on [Next].
[@vswmwwcm

(€ il ) @ hitps:/10.152.190.11:9443)vsphere-client, phere.core.st daptersDetals. view scontext=Object~{object Object]~core rve ~ Google P[ B & #

3 New Datastore

1 Location Partition Layout Datastore Details

2 Type Partition Configuration [ Use all available partitions

3 Name and device selection Datastore Size ) 1100.00 5 GB
4 VMFS version

% 5 Partition configuration

6 Ready to complete

iSCSl-Datastore-1

Capacity: 100.00 GB
Free Space: 100.00 GB

Cancel

Choose the partition layout and click on [Next].
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[@vswmwwcm -

(' il ) @ https://10.152.190.11:9443]vsphere-client, here.core.sti daptersDetails. view:

jcontext=Object~[obiect Object}core r v & [B- Googe AlB- 8 4

3 New Datastore

tcceton General:

v
Vv 2 Type
il v 3 Name and device selection
v
v
v

Name i8CSl-Datastore-1

Type YMFS
4 VMFS version

5 Partition configuration
DiskiLUN ROCKET iSCSI Disk (eui.95f4f07bd2742735)
Partition Format ~ GPT

Datastore size  100.00 GB

VMFS Version VMFS §

Finish Cancel

Review the settings and click on [Finish].

[@vswmwwcm -

(' il ) @ https://10.152.190.11:9443]vsphere-client, here.core.storage. adaptersDetails, view:

jcontext=Object~[obect Object}vcore r v ¢ [B- Googe AlB- & 4

vmware® vSphere Web Client #® @&

» O X ﬂmmu] Actions ~

8 Q. Summary  Monitor | Manage | Related Objects - @ Recent Tasks EI\
v [ vsom-veva-01 —_— —
+ [lyvsom-datacenter-01 [ Seftings ‘ Networking w Alarm Definitions } Tags | Permissions' All Running Failed |
» [P DMzCIuster v Create VMFS datastore []
» ﬁ ManagementCluster « Storage Adapters ﬂ prod-esxi41 vmwaredemo.loc,,

v tEm———— el +R 08

Storage Devices

- —_— v Compute disk partition inform.
i~ (@ Fiter )  orod
Adapter Type Status Identifier
¥ Rescan VMFS
Host Cache Configuration 5
MegaRAID SAS GEN2 Controller @ prod-esxist ymwaredemo.loc
vmhhba2 scsl Unknown v Rescan all HBAs
SB700 SATA Controller [IDE Mode] B prod-esxiét vmwaredemoilogs

vmhba33 Block SCSI  Unknown My Tasks v MnreTasksv

Ll |

# loc

Due to recent configuration changes, a rescan of this storage adapter is recommended. ~ 7 Work In Progress =}

Adapter Details

Properties  Devices ‘ Paths | Targets Network PortBinding  Advanced Options.

Enable |

Runtime Name Target Status

| ey | New) Ackno..

vmhba36:C3.TO.LO ign.2008-08.com.starwindsoftw... 0 @ Active (li0)

vmhba36:COTO:LO ign.2008-08.com.starwindsoftw... 0 & Active
A prog-ilen3

Virtual machine CPU usage

The VMFS datastore has been created on the iSCSI LUN. We go into the [Related Objects] tab.
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[@vswmwwcm

€ ) @ hitps://10.152,190.11:9443fvsphere-chert #extensionld=ysphere. core.host.related;context=com.viware. core. model* A% 3AServerObjectRef~-C91612) 77 7 C | (B8~ Googe lE- & A
are phere veb e & Q Search )
~ 4 Home » © X [J prod-esxid1vmwaredemo.local ] Actions ~ [l‘ b
9 | 8 Q Summary Monitor  Manage | Related Objects | ~ [7] Recent Tasks 8
v [ vsom-veva-01
v[}gvsum-da!acemer-m [ Top Level Objects J Virtual Machines | VM Templates | VAPPS rm Networks | Distributed Switches ] Al Running Failed |
» [P DMzCluster + Create VMFS datastore ]
» ) ManagementCluster B | Q ¢ B B | Gadons- : [B (QFitter <) || B prod-esxi4t vmwaredemo lod,,
» E SecureServersCluster Name 1a Status Type Datastore Cluster Device v Compute disk partition inform.
H B datastore-41 @ Normal VMFS5 naa.6003 @ prod-esxi41 ymwaredemo.loc

eui.g5f4ft || ¥ RescanVMFS
E prod-esxid41 vmwaredemo.loc |..
¥ Rescan all HBAs

B prod-esxiat vmwaredema.log,
My Tasks v More Tasks |

B isCsk-Datastore-1 © Normal VMFS5

|~ 7 WorkinProg

7 1 Marms =1
Al | New() Ackno..

A prog-ilen3
Virtual machine CPU usage

>

2Objects [~ v

Under [Datastores], we see that the new iSCSI datastore is now available. Here we can create virtual machines and virtual
machine templates. This concludes the walkthrough on iSCSI storage. Select the next walkthrough of your choice using the

navigation panel.
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vSphere Core Storage

vSphere Core Storage on core.vmware.com

Visit core.vmware.com to learn about core storage features and capabilities in vSphere.
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Atroduction to Storage Virtualization

vSphere 6.7 Storage Features
vSphere 6.7 Storage
This whitepaper describes in detail the various features of vSphere 6.7 Storage. Please visit:

vSphere 6.7 Storage
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