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VMware vSAN Technology Overview

Introduction

VMware vSAN continues to be the Hyperconverged Infrastructure (HCI) market leader. vSAN has proven to be an excellent fit for all
types of workloads. Traditional applications like Microsoft SQL Server and SAP HANA; next-generation applications like Cassandra,
Splunk, and MongoDB; and even container-based services orchestrated through Kubernetes are run on vSAN by customers today.
The success of vVSAN can be attributed to many factors such as performance, flexibility, ease of use, robustness, and pace of
innovation.

Paradigms associated with traditional infrastructure deployment, operations, and maintenance include various disaggregated tools
and often specialized skill sets. The hyperconverged approach of vSphere and vSAN simplifies these tasks using familiar tools to
deploy, operate, and manage private-cloud infrastructure. VMware vSAN provides the best-in-class enterprise storage and is the
cornerstone of VMWare Cloud Foundation, accelerating customer's multi-cloud journey.

VMware HCI, powered by vSAN, is the cornerstone for modern datacenters whether they are on-premises or in the cloud. vSAN
Runs on standard x86 servers from more than 18 OEMs. Deployment options include over 500 vSAN ReadyNode choices,
integrated systems such as Dell EMC VxRail systems, and build-your-own using validated hardware on the VMware Compatibility
List. A great fit for large and small deployments with options ranging from a 2-node cluster for small implementations to multiple
clusters each with as many as 64 nodes—all centrally managed by vCenter Server.

Whether you are a customer deploying traditional, or container-based applications, vSAN delivers developer-ready infrastructure,
scales without compromise, simplifies operations, and management tasks as the best HCI solution today - and tomorrow.

vmware
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Architecture
VSAN is VMware's software-defined storage solution, built from the ground up for vSphere virtual machines.

It abstracts and aggregates locally attached disks in a vSphere cluster to create a storage solution that can be provisioned and
managed from vCenter and the vSphere Client. vSAN is embedded within the hypervisor, hence storage and compute for VMs are
delivered from the same x86 server platform running the hypervisor.

VvSAN backed HCI provides a wide array of deployment options that span from a 2-node setup to a standard cluster with the ability
to have up to 64 hosts in a cluster. Also, vSAN accommodates a stretched cluster topology to serve as an active-active disaster
recovery solution. vSAN includes a capability called HCI Mesh that allows customers to remotely mount a vSAN datastore to other
VSAN clusters, disaggregating storage and compute. This allows greater flexibility to scale storage and compute independently.

VSAN integrates with the entire VMware stack, including features such as vMotion, HA, DRS etc. VM storage provisioning and day-
to-day management of storage SLAs can be all be controlled through VM-level policies that can be set and modified on-the-fly.
VSAN delivers enterprise-class features, scale and performance, making it the ideal storage platform for VMs.

Servers with Local Storage

Each host contains flash drives (all flash configuration) or a combination of magnetic disks and flash drives (hybrid configuration)
that contribute cache and capacity to the vSAN distributed datastore.

Each host has one to five disk groups. Each disk group contains one cache device and one to seven capacity devices.

vSAN Host

11 O Il
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Capacity —i —i — — —l
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Disk Group  Disk Group Disk Group  Disk Group  Disk Group

Contributes to single vSAN datastore across cluster

In all flash configurations, the flash devices in the Cache tier are used for primarily for writes but can also serve as read cache for
the buffered writes. Two grades of flash devices are commonly used in an all flash vSAN configuration: Lower capacity, higher
endurance devices for the Cache layer and more cost effective, higher capacity, lower endurance devices for the Capacity layer.
Writes are performed at the Cache layer and then de-staged to the Capacity layer, as needed. This helps maintain performance
while extending the usable life of the lower endurance flash devices in the capacity layer.

In hybrid configurations, one flash device and one or more magnetic drives are configured as a disk group. A disk group can have
up to seven drives for capacity. One or more disk groups are used in a vSphere host depending on the number of flash devices and
magnetic drives contained in the host.

Flash devices serve as read cache and write buffer for the vSAN datastore while magnetic drives make up the capacity of the
datastore.

VSAN uses 70% of the flash capacity as read cache and 30% as write cache.

VMware is always looking for ways to not only improve the performance of vSAN but improve the consistency of its performance so
that applications can meet their service level requirements.

Storage Controller Virtual Appliance Disadvantages

Storage in a Hyper-Converged Infrastructure (HCI) requires computing resources that have been traditionally offloaded to
dedicated storage arrays. Nearly all other HCI solutions require the deployment of storage virtual appliances to some or all hosts in
the cluster. These appliances provide storage services to each host. Storage virtual appliances typically require dedicated CPU
and/or memory to avoid resource contention with other virtual machines.

vmware
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Running a storage virtual appliance on every host in the cluster reduces the overall amount of computing resources available to
run regular virtual machine workloads. Consolidation ratios are lower and total cost of ownership rises when these storage virtual
appliances are present and competing for the same resources as regular virtual machine workloads.

Storage virtual appliances can also introduce additional latency, which negatively affects performance. This is due to the number
of steps required to handle and replicate write operations as shown in the figure below.

Storage vm vm vm Storage vm vm vm
vm vm
NFS vm vm vm NFS vm vm vm
N N

Host & Hypervisor Host & Hypervisor

SSD SSD SSD SSD SSD SSD

Committing a Write I/O in other HCI solutions

I | Compute Utilization

VSAN is Native in the vSphere Hypervisor
vSAN does not require the deployment of storage virtual appliances or the installation of a vSphere Installation Bundle (VIB). vSAN

is native in the vSphere hypervisor and typically consumes less than 10% of the computing resources on each host. vSAN does not
compete with other virtual machines for resources, and the I/O path is shorter.

vm vm vm vm vm vm vm vm vm vm

vm vm vm vm vm vm vm vm vm vm

Host & VSAN Host & VSAN

SSD SSD SSD SSD SSD SSD

Committing a Write I/O in vSAN
BN = | Compute Utilization

A shorter 1/0 path and the absence of resource-intensive storage virtual appliances enables vSAN to provide excellent performance
with minimal overhead. Higher virtual machine consolidation ratios translate into lower total costs of ownership.

VSAN optimizes performance and cost through a two-tier architecture. Write operations are always staged to the buffer and these
are eventually destaged, a process by which data is moved from cache tier to capacity tier based on highly optimized algorithms.
Read 10 are serviced by the Read cache if the reference blocks are available in the cache or retrieved from the capacity tier.

vmware
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This architecture allows customers to have greater flexibility to adopt newer technology and upgrade hardware systematically.

Cluster Types

Standard Cluster

A standard vSAN cluster consists of a minimum of three physical nodes and can be scaled to 64 nodes.

11 O ||l oIl o
11 O [l O ||l O
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All the hosts in a standard cluster are commonly located at a single location. 10Gb or higher network connectivity is required for
all-flash configurations and highly recommended for hybrid configurations.

2 Node Cluster

A 2-node cluster consists of two physical nodes in the same location. These hosts are usually connected to the same network

switch or are directly connected.
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Remote 2-node
VSAN Clusters

Direct connections between hosts eliminate the need to procure and manage an expensive network switch for a 2-node cluster,
which lowers costs—especially in remote office deployments. *While 10Gbps connections may be directly connected, 1Gbps
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connections might require a crossover cable with older NICs that do not support Auto MDI-X. A “vSAN Witness Host” is required for
a 2-node configuration to establish a quorum on certain failure conditions.

Each 2-Node deployment until vSAN 7 required a dedicated witness appliance. vSAN 7 Update 1 introduces the capability to use a
shared witness appliance instance across multiple 2-Node deployments. Up to 64 2-node clusters can share a single witness
appliance. This enhancement further simplifies design, eases manageability, and operations.

Stretched Cluster
A vSAN Stretched Cluster provides resiliency against the loss of an entire site. The hosts in a Stretched Cluster are distributed

evenly across two sites.
34 site for
witness

Witness Traffic D
fo]

oA Dats
Traffic

Preferred Site

Secondary Site

The two sites are well-connected from a network perspective with a round trip time (RTT) latency of no more than five milliseconds
(5ms). A vSAN Witness Host is placed at a third site to avoid “split-brain” issues if connectivity is lost between the two Stretched
Cluster sites. A vSAN Stretched Cluster may have a maximum of 30 hosts in the cluster and can be distributed proportionally or
disproportionately. In cases where there is a need for more hosts across sites, additional vSAN Stretched Clusters may be used.

HCI Mesh

VvSAN redefined storage consumption as a cluster resource similar to compute and memory in a vSphere cluster. This is done by
pooling local storage from hosts in a cluster into a single vSAN datastore for consumption within the same cluster. Extending from
this base architecture, HCl Mesh provides additional flexibility to borrow capacity from other vSAN clusters. This capability helps
define a relationship between one or more vSAN clusters to effectively share capacity and enable cross-cluster storage
consumption. An administrator can mount a vSAN datastore from a server cluster to one or more client clusters; this allows a client
cluster to consume capacity from the server cluster.

In vSAN 7 U2, traditional vSphere clusters can mount a remote vSAN datastore. HCI Mesh enables vSAN clusters to share capacity
with computer-only clusters, or non-HCl-based clusters. Meaning, that HCI Mesh compute clusters can consume storage resources
provided by a remote vSAN cluster, in the same way, that multiple vSphere clusters can connect to a traditional storage array. You
can also specify storage rules for recommended data placement, to find a compatible datastore. Scalability for a single remote
VSAN datastore has been increased to 128 hosts.

Also, virtual machines can be migrated using vMotion (compute only) across clusters without migrating the data. HCI Mesh enables
customers with improved agility to independently scale storage and compute. It uses vSAN’s native protocols for optimal efficiency
and interoperability between clusters.
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vSAN Clusters

HCI Mesh uses a hub and spoke topology to associate the server cluster to its client cluster. Each server cluster can support up to
five client servers, and each client cluster can mount up to five remote vSAN datastores.

Hardware Support

Compute

VSAN is natively embedded with vSphere and follows the same compatibility guide outlined in the VMware Compatibility Guide
(VCG) for server hardware. There is no distinction between what is required for compute with vSphere and vSAN. This allows
customers who already have an investment in vSphere supported hosts to easily add vSAN as a storage platform.

Networking

Networking requirements for vSAN include both hardware and connectivity. vSphere Host networking devices that are on the
VMware Compatibility Guide (VCG) are supported for use with their approved versions of vSphere. Hosts participating in a vSAN
cluster must be connected to a Layer 2 or Layer 3 network using IPv4 or IPv6. Hybrid Configuration requires at least 1 Gbps
bandwidth. Host bandwidth for the vSAN network must be at least 1Gbps for a Hybrid configuration. All-flash configuration requires
a minimum of 10 Gbps(shared/dedicated) bandwidth. Based on workload requirements, additional data services, and a futuristic
outlook, a 25/40/100 Gbps network infrastructure is optimal and recommended. The network infrastructure for a vSAN
environment should be designed with the same redundancy levels as any other storage fabric, without the requirement for a
costly, specialized storage fabric. This helps ensure desired performance and availability requirements are met for the workloads
running on vSAN.

The nature of a distributed storage system like vSAN means that a network connecting the hosts is heavily relied upon for resilient
connectivity, performance, and efficiency. vSAN 7 U2 supports clusters configured for RDMA-based networking: RoCE v2
specifically. Transmitting native vSAN protocols directly over RDMA can offer a level of efficiency that is difficult to achieve with
traditional TCP-based connectivity over ethernet. The support for RDMA also means that the vSAN hosts have the intelligence to
fall back to TCP connectivity if RDMA is not supported on one of the hosts in a cluster.

In most vSAN environments, a single VMkernel interface is backed by redundant physical NICs and network connectivity. VMware
also supports the use of multiple vSAN VMkernel interfaces in a multi-fabric approach with vSAN. More information on vSAN
network requirements and configuration recommendations can be found in the VMware vSAN Network Design guide.

Storage

An ESXi host that contributes storage as part of a VSAN cluster can have a maximum of 5 disk groups. Each disk group has one
cache device and one to seven capacity devices. These devices are available in various performance classes based on writes-per-
second throughput. In all Disk Group configurations, a flash device is used for Cache. In Hybrid configurations, the capacity devices
are comprised of SAS or NL-SAS magnetic disks. In All-Flash configurations, the capacity devices may be flash SATA, SAS, PCle, or
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NVMe.

Devices such as SAS, NL-SAS, or SATA are attached to a Host Bus Adapter (HBA) or RAID controller for consumption of vSAN. These
devices may be connected in pass-through or RAIDO mode, depending on the HBA/RAID controller. For controllers that do not
support pass-through, each device must be presented as an individual RAIDO device. While RAID controllers may support drive
mirroring, striping, or erasure coding, these are not supported, nor required by vSAN. vSAN accommodates data protection and
performance properties using the Storage Policy Based Management (SPBM) framework instead.

Just as compute and networking must be on the VMware Compatibility List (VCG), vSAN storage devices, such as Host Bus
Adapters (HBA), RAID Controllers, and storage devices must be on the VMware Compatibility Guide for vSAN.

Deployment Options

There are three deployment options available for vSAN: ReadyNodes, Appliance, and as-a-service. Customers have the broadest
choice of consumption options for HCI with over 500 pre-certified vSAN ReadyNodes from all major server vendors. Alternatively,
they can choose Dell EMC VxRAIL, a jointly engineered with full VMware integration. Also, customers could choose HCl-as-a-Service
from leading cloud providers, including Amazon Web Services, Microsoft Azure, Google Cloud, Oracle Cloud, IBM Cloud, Alibaba
cloud, and several more public clouds.

Although uncommon, customers can choose to build their own custom configuration or repurpose existing hardware. In such cases
there should be careful consideration given to ensuring each hardware component is compliant with the VMware Compatibility
Guide for vSAN. This requires additional effort and is less preferred over the above deployment options.

vmware
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VSAN Express Storage Architecture

vSAN 8 with vSAN Express Storage Architecture is the next generation of hyperconverged infrastructure software from VMware.
This revolutionary release delivers performance and efficiency enhancements to meet customers’ business needs of today and
tomorrow. VSAN 8 introduces vSAN Express Storage Architecture, TM (vSAN ESA) a new optional storage architecture, within the
VvSAN platform you already know, that enables new levels of performance, scalability, resilience, and simplicity with high-
performance storage devices.

An Introduction to the vSAN Express Storage Architecture

VSAN ESA unlocks the capabilities of modern hardware by adding optimization for high-performance, NVMe-based TLC flash
devices with vSAN, building off vSAN’s Original Storage Architecture (vSAN OSA). vSAN was initially designed to deliver highly-
performant storage with SATA/SAS devices, which were the most common storage media at the time. vSAN 8 will give our
customers the freedom of choice to decide which of the two existing architectures (vSAN OSA or vSAN ESA) to leverage to best suit
their needs.

The advances in architecture primarily come from two areas, as illustrated in Figure 1.

A new patented log-structured file system

This new layer in the vSAN stack - known as the vSAN LFS - allows vSAN to ingest new data fast and efficiently while preparing the
data for a very efficient full stripe write. The vSAN LFS also allows vSAN to store metadata in a highly efficient and scalable
manner.

Let’s take a closer look at this new layer within vSAN. Among other things, vSAN LFS allows vSAN to write many small 1/0s quickly,
coalesce them, and write a large block efficiently. At a high level, incoming 1/0O is compressed, coalesced, and packaged up with
associated metadata, and written to a persistent, durable log, which lives on what is known as the “performance leg” of the object
data structure. This allows vSAN to return the write acknowledgment immediately back to the guest VM to keep latency low. As
new data accumulates in the durable log, the data payload from the previous log entries will be written to a portion of the object
data structure known “capacity leg” that will be in the form of an aligned, full stripe write using RAID-6 erasure coding: the most
efficient way to write data resiliently. The metadata will be sent to a metadata log for an additional period of time, which allows us
to keep a large quantity of metadata readily available, but eventually when the log fills up, it can be retained in an efficient B-Tree
structure, and eventually stored on the capacity leg of the object. The new vSAN LFS is one of the primary reasons how we
can deliver RAID-6 level resilience and space efficiency at RAID-1 mirroring performance.

An optimized log-structured object manager and data structure

This layer is a new design built around a new high-performance block engine and key-value store that can deliver large write
payloads while minimizing the overhead needed for metadata. The new design was built specifically for the capabilities of the
highly efficient upper layers of vSAN to send data to the devices without contention. It is highly parallel and helps us drive near
device-level performance capabilities in the ESA.

With the popularity of NVMe-based storage devices, delivering the highest levels of performance while writing and storing data
efficiently required several enhancements at the lowest layer of the vSAN stack: Our Log Structured Object Manager.

But performance and efficiency aren’t the only benefits. The new approach also removes the concept of disk
groups, which eliminates a failure domain, and makes adding, removing, or service storage devices easy and
efficient.
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In many ways, the ESA is so much more than just discrete enhancements introduced in a layer of vSAN. It allowed VMware to look
at, and rethink how data could be processed more efficiently in the stack. That is exactly what happened. We have moved some
data services to the very top of the vSAN stack to reduce the resources needed to perform these tasks. For example, data is now
compressed and encrypted at the highest layer to minimize process amplification. Checksums are reused in an innovative way to
minimize duplicate efforts. Our LFS can write data in a resilient, space-efficient way without any performance compromise. And
finally, it allowed us to introduce an all-new native snapshot engine. It is the combination of these capabilities that make the vSAN
Express Storage Architecture greater than the sum of its parts.
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Comparing the Original Storage Architecture to the vSAN 8 Express Storage Architecture

With vSAN 8, VMware gives you the opportunity to select which architecture best suits your existing hardware, while allowing you
to deploy new clusters with unprecedented levels of performance. While the vSAN Express Storage Architecture is the future of
vSAN, VMware customers should take great comfort that the original storage architecture of vSAN can be used side by side with
the ESA and will be supported for many years to come.

Performance without compromise

Previously with the vSAN original storage architecture, careful planning had to be made when deciding between using RAID 1,
RAID 5, or RAID 6. Workloads needing to maximize capacity would choose RAID 5/6 while workloads needing maximum write
performance would choose RAID 1. vSAN Express Storage Architecture uses a new log-structured file system that allows the
cluster to store data using RAID-6 at the performance of RAID-1. Compression has been changed to a per virtual machine setting
and will compress data before it traverses the network allowing increased throughput with lower networking overhead. vSAN ESA
uses a new native snapshot engine that is highly scalable and efficient.

Capacity Improvements

VSAN Express Storage Architecture allows the cluster to store data using RAID-6 at the performance of RAID-1. RAID 5 can now
operate in a 2+1 or a 4+1 configuration. This brings RAID 5 support to clusters as small as 3 nodes while enabling a more
capacity-efficient stripe size on larger clusters. vSAN 8 ESA removes the need for dedicated cache devices. The new log-structured
file system and 10 path optimizations to the write path have been made to further reduce write amplification and reduce write
latency. Removing the disk groups concept has the added benefit of drives failures are now limited in scope to a single storage
device. Without cache devices, the capacity of all devices is usable by the vSAN datastore. Combining the ability to use RAID 5/6 at
all times, and the removal of the need for cache devices can significantly reduce the cost per GB for VMware vSAN clusters. New
techniques are in place to improve the potential data reduction of the compression feature to as high as an 8:1 compression ratio
for every 4KB block written, which is a 4x improvement from the original storage architecture. These new capacity savings are
implemented in such a way to both save money without compromising on performance.
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Security Improvements

VSAN Express Storage Architecture moves the vSAN Encryption process higher in the stack to occur on the host where the virtual
machine resides. Data only needs to be encrypted once at rest, there is no longer a need to potentially decrypt and re-encrypt as
was required when data would need to be decrypted to perform compression when moving from cache to capacity devices in the
original storage architecture. This change minimizes CPU cost for encryption, as well as lowering of I/0 Amplification to use
encryption. Data encryption can be layered on top of the vSAN datastore encryption for added security.

Snapshots differences

The snapshot architecture used in previous editions of vSAN can be thought of as an enhanced form of a redo-log-based snapshot
architecture that has been a part of vSphere for many years. Previously, vSAN 6 introduced the “vsanSparse” snapshots to
alleviate some of the technical implications of traditional, redo-log-based snapshots. This improvement did not resolve all
challenges in regard to slow snapshot consolidation times, and performance degradation during snapshot operations or even long-
term retention. vSAN ESA uses an entirely new native snapshot system that enables faster snapshot operation times (100x faster
consolidation) and opens potential new use cases. These new snapshots are accessible by backup APIs, making it a drop-in
replacement when using Virutal machine backup and replication products.

Disk Groups vs. Pools

VvSAN 8 ESA removes the need for dedicated cache devices. The new log-structured file system and IO path optimizations to the
write path have been made to further reduce write amplification and reduce write latency. This has the added benefit of a failure
of a given storage device and has no impact on the remaining storage devices in the host. Without cache devices, the capacity of
all devices is usable by the vSAN datastore.

Hardware Choices

VvSAN 8.0 ESA vSAN 8.0 OSA
Storage Device Minimums 4 2
Hardware Choices VSAN ESA-certified NVMe devices | SATA, SAS, NVMe Certified devices
Cache Device Requirements | No Cache Devices 1 Cache Device per Disk Group
Design ReadyNodes Only ReadyNodes or build your own with certified devices
Networking Minimums 25Gbps minimum. 10Gbps minimum

Why the different requirements?

A 4-device minimum was chosen at this time to enforce a minimum expected performance outcome as well as to enhance
availability.

Highly performant, and durable TLC NVMe devices were chosen for the initial ESA ReadyNodes. They were chosen for their ability
to deliver consistent performance, low latency, and reduced CPU needed for storage processing. To take full advantage of the
near device-level performance of these ReadyNodes, 25Gbps will be a minimum requirement for host networking, but existing
workloads moved to a VSAN ESA cluster will likely use less networking than on a vSAN cluster using the OSA. For now, at GA only
ReadyNodes are supported, so a certain number of design decisions will effectively be made as part of the ReadyNode sizer's
selection limitations simplifying the time for vSAN architectural design.

Transitioning to the vSAN 8 Express Storage Architecture

With vSAN 8 customers will be able to choose which one of the two existing architectures (vSAN Original Storage Architecture or
VSAN Express Storage Architecture) best suits their needs. Customers can easily upgrade existing vSAN clusters to vSAN 8 using
the Original Storage Architecture (OSA) by using vLCM. Customers who want to transition to vSAN 8 using the Express Storage
Architecture, can do so by creating a new cluster and enabling the new vSAN Express Storage architecture.
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New Cluster Basics X
1 Basics
_ Name VSAN_ESA
S Location test-vpx-1660227888-20225-hostpool
@® vSphere DRS »
@ vSphere HA " @) X
" @) Express Storage Architecture
VSAN VSAN Express Storage Architecture is a
Enable vSAN ESA @ - ) : )
next-generation architecture designed to
get the most out of high-performance
Manage all hosts in the cluster with a single image @ storage devices, resulting in greater

. erformance and efficiency.
Choose how to set up the cluster's image P y

o Compose a new image
O Import image from an existing host in the vCenter inventory
O Import image from a new host

() Manage configuration at a cluster level @

CANCEL NEXT

Fig. 1 Enabling vSAN ESA for a vSAN cluster

For now, vLCM will be using only the Original Storage Architecture. If customers want to take advantage of the new vSAN ESA,
they'll need to take a look at the following detailed steps before they make the transition.

Let’s check what are the requirements to transition to the new vSAN Express Storage Architecture. First, the Express Storage
Architecture requires the use of vSAN ReadyNodes that are approved for use with the ESA. Note that with the initial release of the
ESA in vSAN 8, a build-your-own configuration is not a supported option. Second, once the appropriate license is available, which in
this case should be a vSAN Advance or a vVSAN Enterprise license, customers can migrate their VMs from vSAN OSA to the newly
created vSAN ESA cluster. The migration process can be accomplished using vMotion and SvMotion.

Although different versions can seamlessly co-exist in the same vCenter Server, VMware recommends upgrading existing vSAN
clusters to vSAN 8 OSA to take advantage of the newest enhancements.

We would like to emphasize that using the correct qualified hardware is essential to the installation process of vSAN 8 using the
Express Storage Architecture. Therefore, new pre-checks will be implemented in vSAN 8 ESA to prevent enabling the architecture
on non-qualified hardware and to ease the deployment process. Customers should also make sure that they check the

specific network requirements for the ReadyNode hardware they have chosen.
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New Cluster Basics
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VSAN Express Storage Architecture is a

Enable VSAN ESA @ -

performance and efficiency.

next-generation architecture designed to
get the most out of high-performance
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CANCEL NEXT

Fig.2 vVSAN ESA incompatible disk notification

vCenter Server should be running the latest edition of the software to make sure it will be fully compatible with the clusters that
might be from different older versions and different architectures. Since a vCenter Server running vCenter Server 8 can manage a
VSAN cluster with older editions of vSAN and using both architectures, migrating workloads is nothing more than a simple shared-

nothing vMotion.
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Fig.3 vMotion a VM from vSAN OSA to vSAN ESA

Transitioning to vSAN ESA helps customers maximize the value of their existing modern hardware by enabling greater levels of
performance and efficiency for their workloads. Businesses that are still considering their options to transition to ESA can take
advantage of all the latest functional benefits by upgrading to vSAN 8 OSA.

New Capabilities and Better Results

RAID-5/6 with the Performance of RAID-1 using the vVSAN Express Storage Architecture

Eliminating the Performance/Space Efficiency Trade-Off

Erasure coding is a common way to store data in a resilient and space-efficient manner. It is not unusual to experience a tradeoff
using this type of resilient data placement scheme because it typically takes more effort and resources to store data in this way.
While past editions of vSAN using the Original Storage Architecture (OSA) made great strides in making erasure codes more
efficient, the disparity still existed. Administrators needed to decide on storage policy rules based on what was more important for
the given workload: Performance or space efficiency. While storage policies allowed for relatively easy adjustment, if a variable
like this could be eliminated, it would make vSAN that much easier to use.

How the vSAN ESA Achieved Performance without Compromise

The elimination of performance/space efficiency tradeoff is partly through the vSAN ESA's new patented log-structured file system
(VSAN LFS) and its optimized data structure. Note that the references to a “log-structured file system” do not refer in any way to a
traditional file system such as NTFS, ext4, etc. This common industry term refers to a method of how data and metadata are
persisted in the storage subsystem.

In Figure 1, we show a simplified data path for a VM assigned a level of resilience of FTT=2 using RAID-6. The vSAN LFS will ingest
incoming writes, coalesce them, package them with metadata, and write them to a durable log that is tied to that specific object.
When the durable log has received the packaged data, it will return a write acknowledgment to the guest VM to keep latency to a
minimum.

This durable log lives on a new branch of the data structure in an object known as a "performance leg." The data in this durable
log will be stored as components, in a mirrored fashion across more than one host. For an object assigned FTT=1 using RAID-5, it
creates a two-way mirror. For RAID-6, a three-way mirror is created.
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Figure 1. Ingesting writes with the vSAN log-structured file system

Continuing in Figure 1, as data in the durable log accumulates, the LFS will make room for new incoming 1/0s by taking these large
chunks of data and writing them to the other branch in the object data structure known as the "capacity leg." It sends the data as
a fully aligned, full stripe write that is reflective of the storage policy assigned to the object (RAID-5 or RAID-6). It avoids the
read/modify/write process that can be found in other approaches. The result is a very efficient, large, fully aligned, full
stripe write with a minimal amount of CPU and 1/0 amplification.

The vSAN LFS only writes the data payload to the full stripe write on the capacity leg. The metadata associated with that chunk of
data is transitioned to a metadata log, where it can be accessed quickly and retained for a longer period. The LFS has other
mechanisms in place to retain metadata even longer, using multiple data tree structures known as B-Trees.

In Figure 2, we see how this RAID-6 object is placed across the vSAN hosts in a cluster. The components in the performance leg of
an object will always exist on the same hosts as the components in the capacity leg of the same object. Components are simply
an implementation detail of vSAN, meaning the administrator will not need to manage anything differently.
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Figure 2. Composition of a RAID-6 object when using the vSAN ESA.

You may wonder how much additional capacity this performance leg may consume. While it exists per object, it is extremely small
- just large enough to pipeline the data into a persistent storage area. With such fine levels of granularity, there is no need to
factor additional sizing into the design of a VSAN cluster using the ESA. It is a great example of how the ESA in vSAN 8 allows
claimed storage devices to contribute to capacity.

There are also some new and unique traits specifically with FTT=1 using RAID-5, but that will be described in another blog post.

Recommendation: When a cluster is using the vSAN ESA, the guidance will be to use RAID-5/6 erasure coding for all cluster types
and sizes that support the data placement schemes. RAID-1 mirroring will still be required for site level tolerance in stretched
clusters, and host level tolerance for 2-Node clusters. However, secondary levels of resilience in those topologies would be good
candidates for RAID-5/6 erasure coding.

What it means to you
The improvements described above are largely transparent to the user, so those administering vSAN using the Original Storage
Architecture will be able to operate vSAN in the same way as before, albeit with the additional benefits:

e Simplified Administration. Eliminating the performance tradeoff between RAID-5/6 and RAID-1 makes vSAN simpler.

e Guaranteed space efficiency for all standard cluster sizes. RAID-5/6 erasure coding has predetermined capacity
savings when compared to RAID-1 mirroring. This is your chance to immediately save capacity and reduce your TCO.
FTT=2 using RAID-6 will consume just 1.5x when compared to 3x for FTT=2 using RAID-1.

e Higher levels of resilience. If you had workloads that you wished to protect at a higher level of resilience but didn't
want to impart the capacity penalties of FTT=2 using RAID-1, or the performance penalties of FTT=2 using RAID-6, this is
the perfect solution for you. FTT=2 using RAID-6 will offer double the resilience and consume less capacity (1.5x) than a
less resilient object with FTT=1 using RAID-1 mirroring (2x).

Recommendation. Keep the Default Storage Policy as RAID-1, and use a new storage policy to take advantage of RAID-5 and
RAID-6. A storage policy is an entity of vCenter Server and may be responsible for many clusters running the vSAN Original
Storage Architecture (OSA) where RAID-5/6 may not be appropriate, or supported.

Highly Efficient Data Compression with the vSAN Express Storage Architecture

The Express Storage Architecture in VMware vSAN 8 allowed us to redesign how compression is implemented. First, new
techniques are in place to improve the potential data reduction of the compression feature to as high as an 8:1 compression ratio
for every 4KB block written, which is a 4x improvement from the original storage architecture. The new design of the compression
feature in VSAN occurs in the upper layers of vSAN as it receives the incoming writes. We are able to not only reduce the amount
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of CPU effort needed to compress the data, but this also reduces the amount of network traffic, as any replica traffic is always
compressed. This highly efficient design allows for it to be enabled by default, but for workloads already performing application-
level compression, it can be turned off on a per VM or per VMDK basis through storage policies.

Why the change?
VvSAN Original Storage Architecture Compression

vSAN Express Storage Architecture™

Storage Policy-based Compression Capabilities
Highly efficient data compression

&-E L]
=O -
Compression | . Toggled by storage policy
l_Eg compress - Enabled by default
ESXi ESXi ¥ ESXi L
Upper vSAN layer Upper vSAN layer E2gd ’(‘F:J HHHHHHE . .
VSAN LFS VSAN LFS AKE block Occurs hlg-h.m _the storage
stack to minimize
+ CPU costs

Lower vSAN layers Lower VSAN layers

« Network payload

Minimal performance impact

Finer granularity of
compression rates

Improved efficiency with up
to 8:1 compression ratios per
4KB data block

Reduced network payload across cluster

Reduced CPU usage across cluster

Compression was originally implemented in vSAN with the release of VSAN 6.2. This feature first came out in a world where hosts
and resource costs looked radically different. Host with six-core processors that lacked many modern acceleration features was
common, and the cost of the CPU overhead and potential latency or metadata amplification to a first write were strongly
considered in implementing a system that compressed data only on cache de-stage. Care was taken to adaptively compress data
based on its compressibility. This came at the cost of compression savings but helped reduce the CPU overhead at the time, which
was contending comparably to today’s modest CPU resource budgets. At the time vSAN data services were added at the “bottom
of the stack” at the disk group layer and this design made sense.

VSAN Express Storage Architecture

A key theme of vSAN ESA is “Performance without compromise. Two key changes have enabled a new compression system that is
more capacity efficient (up to a 4x improvement over the original storage architecture) but also able to consume less CPU. The
VSAN file system along with compression “up the stack” executes immediately on the host where the virtual machine is running.

Writes - The compression process only needs to be run once vs. once for each copy of the data. This reduces the amplification of
CPU and data written to the drives. This data is compressed before it hits the network also reduces the network traffic required.

Reads - Data is fetched in a compressed state, so this reduces the amount of data transmitted across the network. Combined
with new improvements to the RAID 5/6 implementation there is no longer a need to read the rest of the parity stripe to update
parity. The removal of the traditional parity “read before write” reduces CPU consumed with parity-based RAID.

Granular management without complexity

With the vSAN original storage, architecture compression was available as a single/simple datastore-wide option. This made sense
as it was deeply embedded in the lower levels of the |0 path, and configuring the file system is an “all or nothing” option. It could
be enabled or disabled after the fact but this forced a relatively heavy IO operation of re-writing all data to the cluster in a rolling
fashion. With vSAN 8 Express Storage Architecture we wanted to give more flexibility and control, but not add excessive
complexity. The new compression option is enabled by default, but can be optionally disabled for workloads through the use of the
vCenter Storage Policy Based Management (SPBM) Framework. By adding a policy that uses “No Compression” you can disable
compression to a specific disk or virtual machine. If disabled (or re-enabled) by policy, it will not apply the policy
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retroactively. Compression will only be effective on subsequent writes. This removes the operational performance impact
considerations for enabling or disabling the policy. A few applications may perform their own compression (VMware Tanzu
Greenplum/PostgreSQL, video, etc.). In these cases, forcing a disable of the compression will save CPU cycles. But this can be
done easily and prescriptively using storage policies.

Cluster level encryption with the vSAN Express Storage Architecture

Data encryption is a critical step in the effort of meeting security-based regulatory requirements. While the original storage
architecture of vSAN provides discrete data encryption services for encrypting the data in a vSAN cluster, the vSAN 8 ESA takes an
all-new approach to data encryption. It remains as a cluster-based service, but much like the compression feature in the vSAN 8
ESA, encryption occurs in the upper layers of vSAN, as it receives incoming writes, but after compression occurs. This encryption
step only occurs once, and since it occurs high in the stack, means that all vSAN traffic transmitted in flight across hosts will also
be encrypted. The result is improved security without compromise, as it there is far less effort and overhead to perform encryption
when compared to previous implementations.

When using encryption with the ESA, it does imply that the vSAN data will be encrypted in transit (across the wire). However, when
this encryption is enabled, we continue to use the data-in-transit encryption capabilities found in the vSAN OSA. Because although
we transfer the encrypted data over the wire, it would not meet the standard for data encryption, where we can’t have identical
data transferred over the network. Therefore, we protect in-transit vSAN communication with the data-in-transit encryption
capabilities found in the OSA.

Since it occurs high in the vSAN stack (in comparison to the original storage architecture), the disk encryption key (DEK) is used
across the cluster, instead of the discrete disks. This allows each host in the cluster to decrypt the objects owned by other hosts.

Common DEK distributed
across hosts in cluster

vesh | —dp ¢
o {:—b

I—g% Compress
--@—- @ Encrypt

l— (Sf Checksum

ESXi ESXi

Upper vSAN |

VSAN LFS VSAN LFS

P
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#— Reduced |/O amplification
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Adaptive RAID-5 Erasure Coding with the vSAN Express Storage Architecture

The ability to deliver RAID-5/6 space efficiency with the performance of RAID-1 in the new vSAN Express Storage

Architecture (ESA) changes how our vSAN customers improve their capacity usage without any compromise in performance. But
the improvements with space-efficient erasure coding do not stop there. The ESA in vSAN 8 introduces new capabilities exclusive
to the use of RAID-5 that is sure to help customers increase the effective storage capacity of their vSAN clusters while making it
easier to manage.
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RAID-5 Using the vSAN Original Storage Architecture

Original Storage Architecture (OSA) in previous versions of vSAN and vSAN 8 provided RAID-5 erasure coding through a 3+1
scheme. Meaning that the data is written as a stripe consisting of 3 data bits and 1 parity bit, across at minimum, 4 hosts. This
scheme, as shown in Figure 1, can tolerate a single host failure (FTT=1) while maintaining the availability of the data.

vm | 4 E I Assigned storage policy:
—0 FTT=1using RAID-5

3+1 scheme

VSAN using OSA

[ o wm|fm o wm|fm o wm|fm o wlfm o w|fm o wm

100GB VMDK
Consumes 133GB with this storage policy

Figure 1. RAID-5 erasure coding when using the vSAN Original Storage Architecture

This scheme, which consumes 1.33x the capacity of the primary data, was a space-efficient way to store data resiliently, but it had
performance trade-offs and required at least 4 hosts in a cluster to support it.

Two New RAID-5 Erasure Coding Schemes in the ESA
The ESA in vSAN 8 replaces the 3+1 scheme above with two new RAID-5 erasure codes.

Option #1: FTT=1 using RAID-5 in a 4+1 scheme

As shown in Figure 2, this writes the data in a VM as a stripe consisting of 4 data bits and 1 parity bit, across a minimum of 5
hosts. It consumes just 1.25x the capacity of the primary data making it extremely space efficient without any performance
tradeoff but requires 5 hosts to store the data resiliently.

ven |¢_ ‘§| Assigned storage policy:
o FTT=1using RAID-5

‘ 441 scheme

IR

vSAN 8 using ESA

o wm|fm o wm|jm o wffm o w|lm o wjfm o wml

Performance leg —#
100GB VMDK

Consumes 125GB with this storage policy
Capacity leg =—g

Figure 2. RAID-5 erasure coding when using the vSAN Express Storage Architecture in a larger cluster
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Option #2: FTT=1 using RAID-5 in a 2+1 scheme

As shown in Figure 3, this writes the data in a VM as a stripe consisting of 2 data bits and 1 parity bit, across a minimum of 3
hosts. It consumes 1.5x the capacity of the primary data, delivering guaranteed space efficiency of resilient data across just 3
hosts.

- | >— = Assigned storage policy:
— —0Q FTT=1using RAID-5

2+1 scheme

vSAN 8 using ESA

fm o wm)fm o mflm o wm|jm o wm|

Performance leg —¢
100GB VMDK

Consumes 150GB with this storage policy
Capacity leq =———g

Figure 3. RAID-5 erasure coding when using the vSAN Express Storage Architecture in a small cluster

The 2+1 scheme opens all new opportunities to reduce capacity usage for smaller vSAN clusters that relied on RAID-1 mirroring for
data resilience - which required 2x the capacity of the primary data.

Imagine a 3-host cluster that had VMs using FTT=1 using RAID-1 consuming 200TB of storage to ensure data resilience. In this
same configuration, the ESA in vSAN 8 could apply an FTT=1 using RAID-5 and consume just 150TB of storage to ensure data
resilience, but at the performance of RAID-1. In this example, that is a guaranteed savings of 50TB with the change of a
storage policy. Factor in the ability to use all storage devices for capacity in the ESA, as well as its improved compression rates,
and the cost savings that the ESA provides could be significant.

Recommendation: To provide even higher levels of resilience, consider standardizing on FTT=2 using RAID-6 in your clusters with
7 or more hosts. The vSAN ESA will give you high levels of resilience, and high levels of space efficiency without compromising
performance.

Adaptive RAID-5

Perhaps the most creative aspect of this feature is vVSAN's ability to automatically adapt the RAID-5 erasure code to best suit the
host count of the cluster. The vSAN ESA presents a single RAID-5 storage policy rule for you to select and will adapt the
RAID-5 scheme based on the host count of the cluster. Additionally, it will determine which RAID-5 scheme to use not by
the minimum hosts required, but by the minimum hosts recommended to ensure there is a spare fault domain (host) whenever
possible. Let's look at the animation in Figure 4 to understand how objects with a storage policy using RAID-5 would behave.

1. Cluster with 6 hosts. The objects will use the 441 scheme, spreading the stripe with parity across 5 hosts, while still
having one spare fault domain to regain the prescribed level of resilience under subsequent host maintenance mode or
failure conditions.

2. Cluster reduced to 5 hosts. The object will continue to maintain this fully resilient 4+1 scheme across 5 hosts for 24
hours. After this period, it will reconfigure that object to use the 2+1 scheme, so that it has at least one spare fault domain
to regain the prescribed level of resilience under subsequent maintenance mode or failure conditions.

3. Cluster reduced to 4 hosts. The objects will continue to use the 241 scheme, spreading the stripe with parity across 3
hosts, while still having one spare fault domain to regain the prescribed level of resilience under subsequent host
maintenance mode or failure conditions.

4. Cluster reduced to 3 hosts. The objects will continue to use the 2+1 scheme, spreading the stripe with parity across 3
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hosts. With a 3-host cluster, it can still suffer a host outage and maintain data availability but without the prescribed level
of resilience.

vm |¢— |§| Assigned storage policy:
— Q FTT=1using RAID-5

R

vSAN 8 using ESA

o wmffm o wmlfm o mljm o wm|fm o m|lm o m

Performance leg —¢

Capacity leg =——¢

Figure 4. Adaptive RAID-5 adjusting to the host count of the cluster.

While the animation above shows a cluster that is reducing the host count, the logic will also apply to a small cluster increasing
host counts. VSAN also has protections in place to prevent capacity-constrained conditions from occurring because of a policy

change.

Note that the 6-host cluster shown in Figure 4 could certainly use storage policies based on RAID-6, as that requires data and
parity to be spread across 6 hosts. We generally recommend RAID-6 on clusters with 7 or more hosts so that if there was a failure
of a host, another host would be available to regain the prescribed level of resilience.

Comparing the Space Efficiency and Host count Requirements
The following table will help you compare the space efficiency options between storage policies, as they relate to the ESA and OSA.

Comparing Erasure Code Options in the vSAN ESA and OSA
Absolute minimum Recommended Performance
vSAN Placement  Capacity consumption to make number of hosts in  minimum number of impact compared
Storage Pelicy Rule Architecture scheme data resilient (lower is better) cluster hosts in cluster to RAID-1

FTT=1 using RAID-1 Both 2% mirror x 3 4 N/A

FTT=1 using RAID-5 0S4 3+1 erasure code 1.33x 4 5 Moderate

FTT=1 using RAID-5 (adaptable) ESA 4+]1 erasure code 1.25x 5 [ None

FTT=1 using RAID-5 (adaptable) ESA 2+1 erasure code 1.5x 3 4 Mone

FTT=2 using RAID-1 Both 3x mirror Ix 5 -] N/A

FTT=2 using RAID-6 0sa 4+2 erasure code 1.5x 6 7 Moderate

FTT=2 using RAID-6 ESA 4+2 erasure code 1.5x & 7 Mone

Figure 5. Comparing space efficiency and host count requirements in ESA (highlighted in green) and OSA.

Recommendation. For vSAN clusters running the OSA or ESA, strive to have a cluster host count with at least one more host than
the minimum required by the storage policies used. This will allow for a storage policy to regain its prescribe level of resilience
during a host failure or maintenance for a sustained period.
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Scalable, High-Performance Native Snapshots in the vSAN Express Storage Architecture

When using the ESA, customers will have a new native snapshot engine that is highly scalable and efficient. vSAN environments
will be able to create point-in-time states of data with minimal degradation in the performance of a VM, no matter how many
snapshots are taken. The new native snapshot capability is integrated directly into vSphere and fully supports our broad backup
partner community with the continued support of VADP backup integration. With the vSAN 8 ESA, the native snapshot functionality
is a foundational part of vSAN that will allow customers to be more agile with their data and introduce new use cases.

The snapshot architecture used in previous editions of vSAN can be thought of as an enhanced form of a redo-log-based snapshot
architecture that has been a part of vSphere for many years. While vSAN introduced the “vsanSparse” snapshots to alleviate
some of the technical implications of traditional, redo-log-based snapshots, these improvements had limits in meeting today’s
requirements in performance, scalability, and use cases. It is not uncommon for today’s customers to want to use snapshots for
not only backups, but to retain them for longer periods of time to support automation workflows such as Continuous
Integration/Continuous Delivery (CI/CD), Copy Data Management (CDM), and virtual desktop management using VMware

Horizon.

With vSAN 8, when using the ESA, snapshots are achieved using an entirely different approach from past editions. Instead of using
a traditional “chain” of a base disk and delta disks, the snapshotting mechanism uses a highly efficient lookup table using a B-
Tree. The log-structured file system of the vSAN ESA allows for incoming writes to be written to new areas of storage with the
appropriate metadata pointers providing the intelligence behind which data belongs to which snapshot. With the ESA in vSAN 8,
snapshots can successfully be created when an object is in a degraded state.

When a snapshot is created, it doesn’t copy the entire B-Tree of the parent when creating a new snapshot, but rather, creates
associations with the parent. This provides optimal space efficiency and performance. Unlike previous versions, when a snapshot
is created in the vSAN ESA, it does not exist as a separate object in any way (which used its own storage policy, etc.). It exists
within the properties of the existing object. This avoids the linear increase of component counts with each snapshot creation of an
object. With the new snapshots, new components will only be created as more capacity is consumed. This will help reduce object
component counts and improve space efficiency. In the vCenter Server cluster capacity view, under “Usage Breakdown,” the user
can see how much capacity is used for snapshots by clicking on “Usage by Snapshots.” This displayed amount would be equal to
the capacity reclaimed if all of those snapshots were deleted.
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View snapshot capacity usage Server
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Availability and Serviceability Improvements when using the vSAN Express Storage
Architecture

VvSAN 8 using the Express Storage Architecture (ESA) brings a new revolutionary way of exploiting modern hardware devices. This
great alternative approach to achieving new levels of performance and efficiency requires new availability and serviceability
improvements. This article will take a closer look at how ESA in vSAN 8 makes deploying and operating vSAN easier, and more
flexible.

VSAN takes a holistic approach by implementing enhancements in more than one area of the new architecture to reach a synergy
effect in terms of serviceability and availability. Let’s check what are the features that have the greatest contribution to a better
customer experience!

New resilient and efficient storage policies with no performance tradeoffs

Adaptive RAID-5 to accommodate cluster conditions

New levels of intelligence have been implemented into the storage policy engine for vSAN ESA. Now when a customer uses a
RAID-5 erasure code policy rule, ESA will check for the host count of the hosts inside the cluster. Then it will decide which one of
the two possible RAID-5 data placement schemes should be used. If the cluster has 6 or more hosts - a new 4+1 RAID-5 data
placement scheme with parity components will be assigned. Respectively, if the cluster has less than 6 (3 to 5) hosts - a new 2+1
RAID-5 data scheme with parity components will be used. vSAN ESA will also have the capability to detect and determine if the
number of hosts has changed. If so, it will change the RAID-5 policy rule accordingly based on the new host count. This new
adaptive RAID-5 policy uses less capacity for storing data, making it resilient and easier to manage.
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Fig.1 Adaptive RAID- 5

Performance of RAID-5/6 equal to RAID-1
Performance of RAID-5/6 equal to RAID-1 is what customers can expect from vSAN 8 ESA. This can be accomplished by using FTT
= 2, RAID-6 with the assistance of the new vSAN ESA’s log-structured filesystem and object format. Our recommendation is to use
this storage policy whenever the cluster size is sufficient. This will provide the advantage of enhanced levels of resilience, and
predictable levels of space efficiency, while not compromising on performance. Note that in vSAN ESA the objects will have a
slightly different component layout than in the original storage architecture. If you want to learn more about the new components
layout, check the “RAID-5/6 with the Performance of RAID-1 using the vSAN Express Storage Architecture” blog post.
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Fig.2 Performance of RAID-5/6 equal to RAID-1

Eliminating the disk group concept

Smaller failure domains.

VvSAN 8 using ESA eliminates the disk groups concept which means that discrete failures of a storage device will only impact the
given storage device, not the entire disk group. Servicing storage devices will also require less effort, since users do not need to
understand the implications of a failed cache device, versus a failed capacity device, and how data services impacted the behavior
of those failures. Additionally, this new type of configuration simplifies the disk claiming process while creating a host-based
storage pool in vSAN 8 using ESA.

Furthermore, the removal of disk groups reduces the time needed for data resynchronization since it presents smaller failure
domains, and it also leads to improvement in the availability SLAs.

Smart pre-checks

VMware left no room for potential deployment and configurational complications when creating new vSAN ESA clusters by
implementing new pre-checks into Cluster Quickstart to ensure customers are using approved hardware. It will check if the current
hardware is compatible with the vLCM configuration; the minimum physical NIC link speed; the host’s physical memory and the
type of disks that have been claimed. In addition, Skyline Health for vSAN will help ensure the cluster has been properly
configured.

All these new features and enhancements are providing an overall easier-to-manage and more flexible environment. Customers
should also feel safe that they will be properly guided on their new journey of deploying and operating the new vSAN 8 Express
Storage Architecture.
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Deployment

For existing vSphere clusters that meet the requirements, vSAN can be enabled with just a few mouse clicks. Because vSAN is part
of vSphere, there is no requirement to install additional software or deploy any virtual storage appliances.

Cluster Quick Start

vSAN deployment and setup are made easy with “Cluster Quickstart”, a guided cluster creation wizard. It is a step-by-step
configuration wizard that makes it easier to create a production-ready vSAN cluster. Cluster Quickstart handles the initial
deployment and the process of expanding the cluster as needs change. vSAN 7 Update 2 includes vLCM image options into the
“Cluster Quickstart” wizard.

To enable VvSAN, simply click the “Configure” option in the Configure tab of the vSphere cluster. This will start the process.

@ New Cluster

Summasy  Montor  Configuie Permistoni Modts WME  Distadtores Netwarkd  Updabes

Cluster quickstart R

Wi have collected some eommon eanfiguration tasks 1o make it sasier 1o get your chuster up and running If you

prater 1o configure your chaiter Manualy, you Can chodie not 1o use Tha sutomated workfioe

1. Chuster basics @ 2. Al hests 3. Configure cluster

Selected services! Add new and existing hosts Configure network settings
10 your chuster fior viAation and vSAN traffic
review and customize chuster

services, and ust up & VEAN
dstastone

The Cluster Quickstart wizard workflow includes each of these to ease the deployment process:
Cluster basics - Selection of services like vSphere DRS, vSphere HA and vSAN
Add hosts - Add multiple hosts simultaneously

Configure cluster - Configure cluster, network and vSAN datastore settings

Starting from Scratch with Easy Install

Deployment of a vVSAN cluster from scratch is easier than ever before. The vCenter Server Appliance (VCSA) installation wizard
enables administrators to install vSphere on a single host, configure a vSAN datastore, and deploy a VCSA to this datastore. This is
especially useful when deploying a new cluster where there is no existing infrastructure to host the VCSA. vSAN 7 Update 2
includes vLCM image options into the Easy Install wizard.

After launching the VCSA installer and choosing installation parameters that pertain to the VCSA deployment like the deployment
type, where the VCSA will be deployed to, and what size the VCSA will be, an option to select the datastore will be presented.

The vSAN Easy Install portion of the VCSA Installation will prompt for a datacenter name, a vSAN cluster name, claim disks on the
host the VCSA is being installed to, and deploy the VCSA to that single node vSAN cluster.

Sh K Select datastore
nIroduCton

Select the storage location for this appliance
2 End user kcense agreement

3 Select deployment type

4 Appliance deployment target

5 Setup applance VM
Datacenter Name VEAN Datacenten

6 Select deployment size
Chaster Name VSAN Chuster
7 Select datastore

8 Claim disks for vSAN

The disk claiming process is very easy with an intuitive interface. Disks can easily be selected for Cache or Capacity use. Devices
that are not properly represented, such as flash devices attached as RAIDO and are displayed as HDD, can be easily “marked” for
VSAN to treat them as the media type they really are. The VCSA installer will continue and request network settings before
completing Stage 1 of the deployment process. When the VCSA installer begins Stage 2, a single node vSAN cluster has been
created and the VCSA is deployed to that vSAN host. After completing Stage 2, the vCenter interface will be available for
management of the environment.
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Easy Install only deploys the VCSA to a single host. vSAN requires 3 Nodes (or 2 Nodes and a vSAN Witness Host) for a supported
configuration. Additional hosts will need to be added from the vSphere Client and the VCSA will need to have a vSAN Storage
Policy applied to it.

Using the vSAN Cluster Wizard

VSAN cluster wizard provides a simple guided workflow to enable vSAN. The Configure vSAN Wizard initiates the process to enable
VSAN in the cluster. This can be a single site, 2-Node, or a Stretched Cluster. Additional services such as Deduplication and
Compression and Encryption can be selected when enabling vSAN. Deduplication and Compression will require a vSAN Advanced
license and All-Flash hardware. Encryption will require a vSAN Enterprise license and can be used with either Hybrid or All-Flash
hardware.

The vSAN Cluster Wizard encompasses all of the required tasks of configuring a vSAN Cluster. These services can also be enabled
anytime during the lifecycle of the cluster with ease.
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Availability

VSAN is an object-based storage system integrated into VMware vSphere. Virtual Machine residing in a vSAN datastore are
comprised of a number of storage objects. These are the most prevalent object types found on a vSAN datastore:

e VM Home namespace, this contains virtual machine configuration files & logs
e Virtual machine swap

e Virtual disk (VMDK)

e Delta disk (snapshot)

There are a few other objects that are commonly found on a vSAN datastore such as the vSAN performance service database,
memory snapshot deltas, and VMDKs that belong to iSCSI targets.

vSAN Data Placement

Each object consists of one or more components. vSAN will break down a large component into smaller components in certain
cases to help balance capacity consumption across disks, optimize rebuild and resynchronize activities, and improve overall
efficiency in the environment. In most cases, a VM will have a storage policy assigned that contains availability rules such as
Number of Failures to Tolerate. These rules affect the placement of data that makes up an object to ensure that the requirements
defined through the storage policy are adhered to.

More details on cluster sizing minimums and recommendations can be found in the vSAN Design and Sizing Guide.

VM Swap Object Behavior
VM Swap objects are created when virtual machines are powered on. The swap file size is equal to the difference between

allocated memory and reserved memory allocated to the VM. VM swap objects inherit the storage policy assigned to the VM home
space object.

Object Rebuilding, Resynchronization, & Consolidation

VSAN achieves high availability and extreme performance through the distribution of data across multiple hosts in a cluster. Data
is transmitted between hosts using the vSAN network. There are cases where a significant amount of data must be copied across
the vSAN network. One example is when you change the failure to tolerate setting in a storage policy from RAID-1 mirroring to
RAID-5 erasure coding. VSAN copies or “resynchronizes” the mirrored components to a new set of striped components.
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Resync Traffic

Another example is repair operations such as when vSAN components are offline due to a host hardware issue. These components
are marked “absent” and colored orange in the vSAN user interface. vSAN waits 60 minutes by default before starting the repair
operation. vSAN has this delay as many issues are transient. vSAN expects data on a host to be back online in a reasonable
amount of time and we want to avoid copying large quantities of data unless it is necessary. An example is a host being
temporarily offline due to an unplanned reboot.

To restore redundancy, vSAN will begin the repair process for absent components after 60 minutes. For example, an object such as
a virtual disk (VMDK file) protected by a RAID-1 mirroring storage policy will create another copy from the healthy version. This
process can take a considerable amount of time, based on the amount of data to be copied. The virtual machine is powered-on
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and accessible as long the number of failures is within the configured threshold.

VvSAN 7 Update 2 offers enhanced support for vSphere Proactive HA, where the application state and any potential data stored can
be proactively migrated to another host. Depending on the settings of vSphere Proactive HA, it could also proactively place a host
in maintenance mode or in quarantine mode depending on the risk that has been detected. A great addition to making sure
applications are running at their highest levels of availability.

Repair Process

Object repair and rebuild mechanisms are continually optimized; if absent components resume while vSAN is rebuilding another
copy, VSAN will determine if it is more efficient to continue building a new copy or update the existing copy that resumed. vSAN
will restore redundancy using the most efficient method and cancel the other action. vSAN improves the speed and efficiency of
object repair operations to reduce risk and minimize resource usage.

In cases where there are not enough resources online to comply with all storage policies, vSAN will repair as many objects as
possible. This helps ensure the highest possible levels of redundancy in environments affected by unplanned downtime. When
additional resources come back online, vSAN will continue the repair process to comply with storage policies.

There are a few other operations that can temporarily increase vSAN “backend” traffic flow. Rebalancing of disk utilization is one of
these operations. When a disk has less than 20% free space, vSAN will automatically attempt to balance capacity utilization by
moving data from that disk to other disks in the vSAN cluster. Achieving a well-balanced cluster from a disk capacity standpoint
can be more challenging if there are many large components.

Resynchronization

Integrated within the hypervisor vSAN has a thorough insight into the 1/O types and sources. This intelligence aids in prioritizing
the 1/0 and enables the use of an adaptive mechanism called Adaptive Resync.

VAN A VAN AV

VM IO Namespace | Resyncl/O | Metadata
Queue Queue Queue Queue

[ e
W Congestion
B Signals

When /O activity exceeds the sustainable Disk Group bandwidth, Adaptive Resync guarantees bandwidth levels for VM 1/0 and
resynchronization 1/0. During times without contention, VM 1/0 or resynchronization I/O are allowed to use additional bandwidth.

If there are no resynchronization operations being performed VM I/0O can consume 100% of the available Disk Group bandwidth.
During times of contention, resynchronization I/O will be guaranteed 20% of the total bandwidth the Disk Group is capable of. This
allows for a more optimal use of resources and appropriate prioritization to Virtual Machine 1/0.

Replica Consolidation

When decommissioning a vSAN Capacity device, Disk Group, or host, data should be evacuated to maintain policy compliance.
VSAN provides greater visibility into which components the decommissioning operation would affect, so administrators could make
appropriate decommissioning choices.

VSAN strives to minimize data movement unless required, however some activities may distribute that data across more than one
host. This includes rebalance operations that may split the data into different locations. When a decommissioning task is

requested, vSAN will attempt to find an open location to move data to that does not violate the anti-affinity data placement rules,
so storage policy compliance is still satisfied. But what about cases where there is no available Fault Domain to move the data to?
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If a fault domain already contains a vSAN component replica, and there is additional capacity for the replica that needs to be
evacuated, vSAN has the ability to consolidate them into a single replica. The smallest replicas are moved first, resulting in fewer
data rebuilt, and less temporary capacity used.

Degraded Device Handling

VMware continues to improve how vSAN handles hardware issues such as a storage device that is showing symptoms of
impending failure. In some cases, storage device issues are easily detected through errors reported by the device, e.g., SCSI sense
codes. In other cases, issues are not so obvious.

To proactively discover these types of issues, vSAN will track the performance characteristics of a device over time. A significant
discrepancy in performance is a good indicator of a potential problem with a device. vSAN uses multiple samples of data to help
avoid “false positives” where the issue is transient in nature.
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When failure of a device is anticipated, vSAN evaluates the data on the device. If there are replicas of the data on other devices in
the cluster, vSAN will mark these components as “absent”. “Absent” components are not rebuilt immediately as it is possible the
cause of the issue is temporary. vSAN waits for 60 minutes by default before starting the rebuilding process. This does not affect
the availability of a virtual machine as the data is still accessible using one or more other replicas in the cluster.

If the only replica of data is located on a suspect device, vSAN will immediately start the evacuation of this data to other healthy
storage devices. Intelligent, predictive failure handling drives down the cost of operations by minimizing the risk of downtime and
data loss.

Fault Domains

"Fault domain" is a term that comes up often in availability discussions. In IT, a fault domain usually refers to a group of servers,
storage, and/or networking components that would be impacted collectively by an outage. A common example of this is a server
rack. If a top-of-rack switch or the power distribution unit for a server rack would fail, it would take all the servers in that rack
offline even though the server hardware is functioning properly. That server rack is considered a fault domain. Each host in a vSAN
cluster is an implicit fault domain. vSAN automatically distributes components of a vVSAN object across fault domains in a cluster
based on the Number of Failures to Tolerate rule in the assigned storage policy. The following diagram shows a simple example of
component distribution across hosts (fault domains). The two larger components are mirrored copies of the object and the smaller
component represents the witness component.
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When determining how many hosts or Fault Domains a cluster is comprised of, it is important to remember the following:

For vSAN objects that will be protected with Mirroring, there must be 2n+1 hosts or Fault Domains for the level of protection
chosen.

e Protecting from 1 Failure would require (2x1+1) or 3 hosts
e Protecting from 2 Failures would require (2x2+1) or 5 hosts
e Protecting from 3 Failures would require (2x3+41) or 7 hosts

e For vSAN objects that will be protected with Erasure Coding, there must be 2n+2 hosts or Fault Domains for the level of
protection chosen.

e RAID5 (3+1) requires (2x1+2) or 4 hosts
e RAID6 (4+2) requires (2x2+2) or 6 hosts

Also consider that the loss of a Fault Domain, or hosts when Fault Domains are not configured, could result in no location to
immediately rebuild to. VMware recommends having an additional host or Fault Domain to provide for the ability to rebuild in the
event of a failure.

Using Fault Domains for Rack Isolation

The failure of a disk or entire host can be tolerated in the previous example scenario. However, this does not protect against the
failure of larger fault domains such as an entire server rack. Consider our next example, which is a 12-node vSAN cluster. It is
possible that multiple components that make up an object could reside in the same server rack. If there is a rack failure, the object
would be offline. To mitigate this risk, place the servers in a vSAN cluster across server racks and configure a fault domain for each
rack in the vSAN Ul. This instructs vSAN to distribute components across server racks to eliminate the risk of a rack failure taking
multiple objects offline.

This feature is commonly referred to as "Rack Awareness". The diagram below shows component placement wherein servers in
each rack are configured as separate vSAN fault domains.
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Stretched Clusters

VSAN Stretched Clusters provide resiliency against the loss of an entire site. vSAN is integrated tightly with vSphere Availability
(HA). If a site goes offline unexpectedly, vSphere HA will automatically restart the virtual machines affected by the outage at the
other site with no data loss. The virtual machines will begin the restart process in a matter of seconds, which minimizes downtime.
Stretched Clusters are being included in this section because object placement is handled a bit differently when using Stretched
Clusters.

VSAN stretched clusters are also beneficial in planned downtime and disaster avoidance situations. Virtual machines at one site
can be migrated to the other site with VMware vMotion. Issues such as an impending storm or rising floodwaters typically provide
at least some time to prepare before disaster strikes. Virtual machines can easily be migrated out of harm's way in a vSAN
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Stretched Cluster environment.
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The limitations of what is possible centers on network bandwidth and round-trip time (RTT) latency. Nearly all stretched cluster
solutions need a RTT latency of 5 ms or less. Writes to both sites must be committed before the writes are acknowledged. RTT
latencies higher than 5 ms introduce performance issues. vSAN is no exception. A 10Gbps network connection with 5 ms RTT
latency or less is required between the preferred and secondary sites of a vSAN stretched cluster.

Up to 20 hosts per site are currently supported. In addition to the hosts at each site, a "witness" must be deployed to a third site.
The witness is a VM appliance running ESXi that is configured specifically for use with a vSAN stretched cluster. Its purpose is to
enable the cluster to achieve quorum when one of the two main data sites is offline. The witness also acts as “tie-breaker” in
scenarios where a network partition occurs between the two data sites. This is sometimes referred to as a “split-brain” scenario.
The witness does not store virtual machine data such as virtual disks. Only metadata such as witness components is stored on the
witness.

Up to 200ms RTT latency is supported between the witness site and data sites. The bandwidth requirements between the witness
site and data sites vary and depend primarily on the number of vSAN objects stored at each site. A minimum bandwidth of
100Mbps is required and the general principle is to have at least 2Mbps of available bandwidth for every 1000 vSAN objects.

The vSAN Stretched Cluster Bandwidth Sizing guide provides more details on networking requirements.

Stretched Cluster Fault Domains

A VSAN Stretched Cluster consists of three Fault Domains. Physical hosts in the primary or “preferred” location make up one Fault
Domain. Physical hosts in the secondary location are the second Fault Domain. A vSAN Witness Host is in an implied third Fault
Domain placed at a tertiary location.

VSAN Stretched Clusters uses mirroring to protect data across sites. Data was mirrored across sites, with one replica in each site.
Metadata (VSAN witness objects) are placed on the vSAN Witness Host at a third site. If any one of the sites goes offline, there are
enough surviving components to achieve quorum, so the virtual machine is still accessible. vSAN additionally provides the
capability to protect data within a site to sustain failures local to a site either through mirroring or erasure coding. This enables
resiliency within a site, as well as, across sites. For example, RAID-5 erasure coding protects objects within the same site while
RAID-1 mirroring protects these same objects across sites.

Local failure protection within a vSAN stretched cluster further improves the resiliency of the cluster to minimize unplanned
downtime. This feature also reduces or eliminates cross-site traffic in cases where components need to be resynchronized or
rebuilt. vVSAN lowers the total cost of ownership of a stretched cluster solution as there is no need to purchase additional hardware
or software to achieve this level of resiliency. This is configured and managed through a storage policy in the vSphere Client. The
figure below shows rules in a storage policy that is part of an all-flash stretched cluster configuration. The Site disaster tolerance is
set to Dual site mirroring, which instructs vSAN to mirror data across the two main sites of the stretched cluster. The secondary
level of failures to tolerate specifies how data is protected within the site. In the example storage policy below, RAID-5 erasure
coding is used, which can tolerate the loss of a host within the site.
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vSAN

Availability Advanced Policy Rules Tags

Site disaster tolerance @ Dual site mirroring (stretched cluster) v

Failures to tolerate @ 1 failure - RAID-5 (Erasure Coding)

Consumed storage space for 100 GB VM disk would be 133.33 GB
Stretched Cluster Data Sites
A maximum of 40 hosts may be used in a single vSAN Stretched Cluster across the data sites with up to 20 hosts per site since
VSAN 7 Update2. With the introduction of Site Affinity rules that places data on only one data site or the other, it is possible to
have a vSAN Stretched Cluster deployment that does not have an equal number of hosts per site.

Network bandwidth and round-trip time (RTT) latency are the primary factors that must be considered when deploying a vSAN
Stretched Cluster. Because writes are synchronous, they must be committed before they may be acknowledged. When RTT
latencies are higher than five milliseconds (5ms) performance issues may result. The maximum supported RTT between the two
data sites is 5ms.

A minimum bandwidth of 10Gbps is recommended for the inter-site link connecting the preferred and secondary sites. The actual
bandwidth required is entirely dependent on the workload that is running on the Stretched Cluster. Only writes traverse the inter-
site link under normal conditions. Read locality was introduced with vSAN Stretched Clusters in version 6.1 to keep reads local to
the site a VM is running on and better utilize the inter-site link. The Stretched Cluster Bandwidth Sizing Guide can provide
additional guidance to determine the required bandwidth based on the workload profile.

In failure scenarios that result in an incomplete local dataset, it is more efficient to copy only enough pieces necessary to repair
the local data set than it is to perform a full copy. vSAN performs a partial resynchronization to bring one replica to the degraded
site, triggers the local proxy owner to begin the local resync, and the resync/repair process is performed locally.

Step 3

Preferred Secondary

In larger scale failure scenarios, such as when the Preferred site is completely isolated from the vSAN Witness Host and the inter-
site link is down, vSAN will failover to the Secondary site. As connectivity is restored to the Preferred site, it does not become the
authoritative (preferred) site until it has regained connectivity with both the vSAN Witness Host and the Secondary site. This
prevents the situation where the Preferred site reports as being available and attempts to fail workloads back to stale data. vSAN 7
Update 2 has integration with data placement and DRS (Distributed Resource Scheduler) so that after a recovered failure
condition, DRS will keep the VM state at the same site until data is fully resynchronized, which ensures that all read operations do
not traverse the inter-site link (ISL). Once data is fully resynchronized, DRS moves the VM state to the desired site in accordance
with the DRS rules. This improvement dramatically reduces unnecessary read operations occurring across the ISL and frees up ISL
resources to continue with its efforts to complete any resynchronizations post-site recovery.
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Resilience during failure of a site and witness host appliance

VvSAN 7 Update 3 improves the availability of data if one of the data sites becomes unavailable, followed by a planned, or
unplanned availability of the witness host appliance. This helps improve data availability by allowing for all site-level protect VMs
and data to remain available when one data site and the witness host appliance are both offline. This capability mimics similar
behavior found in storage array-based synchronous replication configurations. Not only is it applicable to stretched clusters,
but this new logic will work with the vSAN 2-node cluster as well.

Remote site for
witness

vm vm vm vm vm

= e

VSAN ISL | I

Preferred Site Secondary Site

VSAN Stretched Cluster

Stretched Cluster Site Affinity

With the Site Affinity rule, you can specify a single site to locate virtual machine objects in cases where cross-site redundancy is
not necessary. Common examples include applications that have built-in replication or redundancy such as Microsoft Active
Directory and Oracle Real Application Clusters (RAC). This capability reduces costs by minimizing the storage and network
resources used by these workloads.

Affinity is easy to configure and manage using storage policy-based management. A storage policy is created, and the Affinity rule
is added to specify the site where a virtual machine’s objects will be stored.

Storage Type: [vsan | - |

Affinity © [ Preferred Fault Domain [-]©@
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Stretched Cluster Witness Site

A vSAN Witness host must be deployed to a third site. The vSAN Witness Host allows the cluster achieve quorum when one of the
two main data sites are offline as well as acts as “tie-breaker” in scenarios where a network partition occurs between the two data
sites. This is sometimes referred to as a “split-brain” scenario.

The vSAN Witness Host does not store virtual machine data such as virtual disks. Only metadata is stored on the vSAN Witness
Host. This includes witness components for objects residing on the data sites.

Up to 200ms RTT latency is supported between the witness site and data sites. The bandwidth requirements between the witness
site and data sites vary and depend primarily on the number of vSAN objects stored at each site. The general principle is to

have at least 2Mbps of available bandwidth for every 1000 vSAN objects. The vSAN Stretched Cluster Bandwidth Sizing guide
provides more details on networking requirements.

Witness Traffic

Witness Traffic can be separated from data site traffic and supports different MTU sizes.

31 site for
witness host
Witness Traffic | MTU = 1,500
vEAN
Witew 55
o

MTU = 9,000

lIlI L i .II
ISL
S D
Traffc

Preferred Site Secondary Site

This allows for an administrator to configure the vSAN Inter-site link to use Jumbo Frames, while keeping the witness uplinks going
to the more affordable witness site to a more common standard MTU size. This attribute gives additional flexibility and choice in
allowing for a wider variety of customer topology conditions and reduce potential network issues.

2 Node clusters

A 2-node cluster consists of two physical nodes in the same location and a witness host or appliance, usually located at the central
data center. The two data hosts are usually connected to the same network switch or are directly connected. This topology
provides data resilience by enabling the use of a Mirroring policy with RAID 1, this way data replicas of the same object are
available on each host from the two-node cluster. In case one of the nodes becomes unexpectedly unavailable, a full replica of the
object will remain available on the alternate host, thus the VM data will remain available.
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VvSAN 7 Update 3 introduces an additional level of resilience for the data stored in a 2 Node cluster by enabling nested fault
domains on a per disk group basis. In case one of the disk groups within one of the data hosts fails, an additional copy of the data
will remain available on one of the remaining disk groups. This secondary level of resilience allows full data availability even if the
2-node cluster topology suffers an entire host failure, and a failure of a disk on the remaining host. Please go to "2 Node cluster
guide" for more details on this feature.

. ) [ | . n | . |
1 1 1
|| ssD J SSD I_ SSD u_ SSD u_ SSD

Object Object Object  Object

Host resilience
() vCenter

Availability  Storage rules  Advanced Tags

Site disaster tolerance| Host mirroring (2-node) v

Failures to tolerate 1 failure - RAID-1 v
Local in-host
resilience Storage policy
ware © VMware LLC. Document | 38

by Broadcom



VMware VSAN Technology Overview

Operations

Cluster Operations
vSphere hosts in VSAN clusters are just that, vSphere hosts. Many of the normal host management operations are the same as

traditional vSphere clusters. Administrators must take into consideration that each vSAN host is contributing to the overall
resources present in the cluster. Effective maintenance of vSAN hosts must take into account the impact to the cluster as a whole.

Maintenance Mode Operations

VMware vSphere includes a feature called Maintenance Mode that is useful for planned downtime activities such as firmware
updates, storage device replacement, and software patches. Assuming you have VMware vSphere Distributed Resource Scheduler
(DRS) enabled (fully automated), Maintenance Mode will migrate virtual machines from the host entering maintenance mode to
other hosts in the cluster. VMware vSAN uses locally attached storage devices. Therefore, when a host that is part of a vSAN
cluster enters maintenance mode, the local storage devices in that host cannot contribute to vSAN raw capacity until the host exits
maintenance mode. On a similar note, an administrator can choose to evacuate or retain the data on the node entering
maintenance mode based on the nature of the maintenance activity.

Evacuate all data to other hosts
This option moves all of the vSAN components from the host entering maintenance mode to other hosts in the vSAN cluster. This
option is commonly used when a host will be offline for an extended period of time or permanently decommissioned.

Ensure data accessibility from other hosts

VvSAN will verify whether an object remains accessible even though one or more components will be absent due to the host
entering maintenance mode. If the object will remain accessible, vSAN will not migrate the component(s). If the object would
become inaccessible, vSAN will migrate the necessary number of components to other hosts ensuring that the object remains
accessible. To mitigate the reduced availability, an enhanced data durability logic ensures that writes are replicated to an interim
object. In the event of failure to the host with the only available replica, the interim object will be used to update the components
to the host in maintenance mode. This helps protect against a failure in the interim state of reduced availability.

No data evacuation

Data is not migrated from the host as it enters maintenance mode. This option can also be used when the host will be offline for a
short period of time. All objects will remain accessible as long as they have a storage policy assigned where the Primary Level of
Failures to Tolerate is set to one or higher.

Predictive Analysis for Maintenance Operations
A pre-check engine provides a detailed cluster-wide analysis of the state of the cluster when performing maintenance.

Data Migration Pre-check
Select a host, disk group, or disk, and check the impact on the cluster if the object is removed or placed inte maintenance mode.

Pre-check data migration for ﬁ"; 10.198.17.89 v

VSAN data migration Ensure accessibility () WCLINIIeS

08/08/2020, 6:46:34 PM @ The host can enter maintenance mode.
Object Compliance and Accessibility & Cluster Capacity Predicted Health @

Before @ Used 66.08 GB, Total 4.50 TB (1%)
after Used 54.95 GB, Total 3.75 TB (1%)

Object Predicted capacity and requirements

S . e
[ 10.19817.93 [ 10,71 GB /767.98 GB (1%) - no change
= [] M.13 GB/ 767.98 GB (1%)

[d 10.198.17.89 i mode - no capacity

Bl anannaT e . e

W ok M Warning 70% [l Danger 90% X\ No capacity

An administrator can have a clear visibility of the impact of a maintenance mode operation at a host, diskgroup or at an individual
drive level. A pre-check report shows how object compliance and accessibility, cluster capacity, and the predicted health of the
cluster will change when a maintenance task is performed. This gives administrators a clear, informed view of what the results
before their taking any actions.
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Disk Format Change Pre-Check

An update to the version of the underlying disk format must be upgraded from time to time. Additionally, when changing the state
of data services like Deduplication and Compression or Encryption, the underlying disk format may need to be upgraded or
modified. Most Disk Format Change (DFC) conversions only require a small metadata update, with no requirement to move object
data around. A DFC pre-check runs a simulation to see if the conversion process would complete properly and only proceeds if the
conversion can be completed properly.

Upgrade On- ) i

L o m— ° Pre-check simulation
=0 gj

O Enable / Disable [N % Simulate data movement

Q SBAC Copy of object

placement config
Enable / Disable ¢
°

Stops if resource
| issues detected
Continue
with DFC

¢
[ o 1| {1 o 1

Disk Groups Disk Groups Disk Groups
vSAN Datastore

This pre-check prevents clusters from ending up in an incomplete DFC conversion state.

Lifecycle Management

Lifecycle management is a time-consuming task. It is common for admins to maintain their infrastructure with many tools that
require specialized skills. VMware customers currently use two different interfaces for day two operations: vSphere Update
Manager (VUM) for software and drivers and server vendor-provided utility for firmware updates. In this latest release, VMware HCI
sets the foundation for a new, unified mechanism to update software and firmware management that is native to vSphere called
vSphere Lifecycle Manager (vLCM).

vSphere Update Manager

VMware vSphere Update Manager™ has been a preferred tool of choice to simplify and automate the patching and upgrading of
vSphere clusters. In previous versions with vSAN, admins had to do a bit of research and perform manual steps before upgrading a
VSAN cluster. The primary concern was verifying hardware compatibility (SAS and SATA controllers, NVMe devices, etc.) with the
new version of vSphere and vSAN. This was a manual process of checking the VMware Compatibility Guide to ensure the upgraded
version was supported with the hardware deployed in that vSAN cluster. Those concerns and manual steps have been eliminated
and automated. vSphere Update Manager generates automated build recommendations for vSAN clusters.

Information in the VMware Compatibility Guide and vSAN Release Catalog is combined with information about the currently
installed ESXi release. The vSAN Release Catalog maintains information about available releases, preference order for releases,
and critical patches needed for each release. It is hosted on the VMware Cloud.

When a new, compatible update becomes available, a notification is proactively displayed in vSAN Health. This eliminates the
manual effort of researching and correlating information from various sources to determine the best release for an environment.
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Performance Diagnostics
The first step to enable this functionality is entering valid My VMware Portal credentials. The vSAN Health Check produces a
warning if credentials have not been entered. A vSAN Cluster baseline group is created using information from the VMware
Compatibility Guide and underlying hardware configuration. It is automatically attached to the vSAN cluster.

VSAN allows baseline updates to be configured per cluster. Baselines can be created that will properly upgrade clusters to the
newest ESXi versions or just patches and updates for the current version of ESXi. This provides better overall platform flexibility for
hardware that has not yet been validated for newer versions of vSAN, as well as when vSAN is used with other solutions that have
specific vSphere version requirements.

vSphere Lifecycle Manager

vSphere Lifecycle Manager (vLCM) is native to vSphere and provides a powerful framework to simplify cluster lifecycle
management. vLCM is next-generation replacement to VUM. While VUM is highly efficient in managing software stack in terms of
patches and upgrades. vLCM provides complete visibility and upgrade capabilities of the entire server stack including device
firmware. vLCM is built off a desired-state model that provides lifecycle management for the hypervisor and the full server stack of
drivers and firmware for your hyperconverged infrastructure. vLCM can be used to apply a desired image at the cluster level,
monitor compliance, and remediate the cluster if there is a drift. This eliminates the need to monitor compliance for individual
components and helps maintain a consistent state for the entire cluster in adherence to the VCG.
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VLCM is a service that runs in the vCenter Server. In order to update the full server-stack firmware, a server vendor plugin called a
Hardware Support Manager (HSM) must be installed. This plugin is provided by the associated hardware vendor. Broadly vLCM
supports HPE, Dell Lenovo & Hitachi hardware. The precise make and model that is supported to be managed through vLCM can be
validated through VMware Compatibility Guide.

As of vSAN 7 Update 2, vLCM supports lifecycle management of vSphere with Tanzu enabled clusters, using NSX-T networking.
vLCM supports and is fully aware of NSX-T managed environments, vSAN fault domains, and stretched clusters. Awareness of vSAN
topologies ensures a preferred order of host updates that complete an entire fault domain prior to moving on to the next.
Additional pre-checks and the support of more clusters that can be remediated concurrently improve the robustness and
scalability of vLCM.

In vSAN 7 Update 3, vLCM supports topologies that use dedicated witness host appliances. Both 2-node and stretched cluster
environments can be managed and updated by vLCM, guaranteeing a consistent, desired state of all hosts participating in a
cluster using these topologies. It also performs updates in the recommended order for easy cluster upgrades.

Another vLCM enhancement coming with vSAN 7 Update 3 is that it can support the validation and update of firmware for storage
devices. The device firmware will be updated prior to applying the desired cluster image.

The following table provides a comparison of capabilities between VUM and vLCM:

Management Tasks Manager (VUM) Manager (VLM
Upgrade and patch ESXi hosts Yes Yes
Install and update third party software on hosts Yes Yes
Upgrade virtual machine hardware and VMware Tools Yes Yes
Update firmware of all ESXi hosts in a cluster No Yes
One desired image to manage entire cluster No Yes
Check hardware compatibility of hosts against vSAN Hardware Compatibility List | Yes Yes
Checks for drift detection No Yes
Shared witness upgrade Yes No

X\B/Edcg © VMware LLC. Document | 42



VMware VSAN Technology Overview

Storage Operations

Traditional storage solutions commonly use LUNs or volumes. A LUN or a volume is configured with a specific disk configuration
such as RAID to provide a specific level of performance and availability. The challenge with this model is each LUN or volume is
confined to providing only one level of service regardless of the workloads that it contains. This leads to provisioning numerous
LUNs or volumes to provide the right levels of storage services for various workload requirements. Maintaining many LUNs or
volumes increases complexity. Deployment and management of workloads and storage in traditional storage environments are
often a manual process that is time-consuming and error prone.

Storage Policy Based Management

Storage Policy-Based Management (SPBM) from VMware enables precise control of storage services. Like other storage solutions,
VSAN provides services such as availability levels, capacity consumption, date placement techniques to improve performance. A
storage policy contains one or more rules that define service levels.

Storage policies are primarily created and managed through the vCenter Server. Policies can be assigned to virtual machines and
individual objects such as a virtual disk. Storage policies are easily changed or reassigned if application requirements change.
These modifications are performed with no downtime and without the need to migrate virtual machines from one datastore to
another. SPBM makes it possible to assign and modify service levels with precision on a per-virtual machine basis.

VvSAN Storage Policy

Storage policies can be applied to all objects that make up a virtual machine and to individual objects such as a virtual disk. The
figure below demonstrates the level of granularity at which a storage policy can be assigned. In the below example, the VM home
namespace and Hard disk 1 have been assigned a default storage policy whereas the Hard disk 2 and Hard disk 3 have been
assigned a policy that can tolerate 2 failures.

Edit VM Storage Policies  vm1

Configure per disk (@D

Total VSAN storage consumption: 780 MB ( . 56 MB) storage space

Name Disk Size 'VM Storage Policy Datastore Datastore Type
> [ VM home - VSAN Default Storage Policy ~  vsanDatastore VSAN
4 &5 Hard disk 1 90 GB VSAN Default Storage Policy v vsanDatastore  vSAN
> @5 Hard disk 2 300 GB SPBMftt-2 v vsanDatastore  VSAN
> @5 Hard disk 3 600 GB SPBMftt-2 . vsanDatastore  vSAN

Each Storage Policy can be easily changed and applied to all the vSAN Objects that are assigned to each of these policies. Rather
than changing Storage Policies.

Balanced Capacity Distribution

When deploying data to vSAN clusters there are many factors that are considered specific to placement across the cluster. Storage
Policies determine where copies of data are placed. Some vSAN deployments are better suited to have a more even distribution of
data. A good example of this would be a VMware Horizon virtual desktop deployment on vSAN tens, hundreds, or thousands of
very similar virtual desktops. The majority of the virtual desktops likely have the same uniform configuration. In contrast, other
environments that have a large mix of workload types, each with their own storage profile often result in a less uniform distribution
of data. As more workloads are deployed, or destroyed and redeployed, the overall capacity becomes less balanced.

vSAN automatically balances capacity when any of the capacity devices reach a threshold of 80% utilization. This is termed as
reactive rebalancing. Administrators can also choose to maintain a stricter and enforced balance across devices through proactive
rebalancing. This capability allows an administrator to set a threshold of variance across capacity devices, vSAN invokes proactive
balancing when the threshold is reached.
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Capacity Reservation

VMs and containerized workloads tend to be deployed, deleted, or modified at an increased frequency that specifically impacts
capacity. A certain amount of transient capacity is required to accommodate such transient changes and perform internal
operations. vSAN allows administrators to granularly configure Operations reserve and Host rebuild reserve to accommodate
sufficient space for internal operations and failover capacity, respectively.

Operations reserve
Host rebuild reserve

Usable capacity

fm o m|[m o wmj

-
-

fm o m|[m o mj
o

fm o m||m |
L—  vsAN —— |

These reservations act as soft thresholds that prevent the provisioning and powering on VMs if the operation could consume the
reserved capacity. vSAN does not prevent powered on VM operations, such as 1/0, from the guest operating system or applications

from consuming the space even after the threshold limits are reached.
Capacity Aware Operations

VSAN actively monitors free capacity and adjusts operations accordingly, such as cases where resyncs could exceed recommended

thresholds. In scenarios such as this, resync operations are paused until sufficient capacity is available, therefore preventing 1/0
disruptions from disk full situations.
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Quick Boot - Suspend to memory

Host updates are a necessary task in the data center. When a host is contributing CPU, memory, and storage resources, the more
quickly a host can be updated the better. Less time offline means more time in production. This is where vSphere Quick Boot
comes into play, where host restarts during an upgrade can be accelerated by bypassing the hardware and firmware initialization
process of a server. vSAN 7 U2 provides better integration and coordination for hosts using Quick Boot to speed up the host update
process. By suspending the VMs to memory, and better integration with the Quick Boot workflow, the amount of data moved
during a rolling upgrade is drastically reduced due to reduced VM migrations, and a smaller amount of resynchronization data.
When the circumstances are suitable, Quick boot can deliver a much more efficient host update process. The Quick Boot feature is
not enabled on hosts by default. Administrators will need to enable this manually, after ensuring that their hardware and
hypervisor settings are compatible with the feature.

Edit Cluster Remediation Settings *
Your changes will cverride Viware default seftings and will apply 1o all images,

@ Enable Guick Boot (D)
I

WM ot Sate

@ Do not change pow|
) Suspend to disk

() Suspend o memany
) Penet ot

Quick Boat significantly reduces the time
taken for a host te reboot. It is supported
only on select platforms.

Sii KB article #52477

; ] Migrate powered off and suspended Vi to other hosts in the cluster, if a host must enter maintenance made
B Retry entering maintenance mode in case of failure
Retry delay 5 minutes

Number of retries. 3

[ Cisable HA admission control on the cluster
B Disable DPM on the cluster
f_] Prevent remediation if hardware compatibdity isswes are found

B m

Health, Support, and Troubleshooting

Organizations rely on vendor support more than ever to maintain data center performance through knowledgeable and accessible
teams, advanced analytics and artificial intelligence (Al) technologies. VMware incorporates a wide array of such innovations
through vSAN ReadyCare program.

vSAN ReadyCare

VvSAN ReadyCare represents the combined investments the vSAN team is making in people, professional services, and technology
to provide a superior vVSAN support experience. This is similar to vSAN ReadyLabs, which focus on certifications and new
technologies.

VvSAN has invested significantly in delivering new capabilities that can identify potential issues and recommend solutions before a
support request is required.
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VSAN also enhances the predictive modelling and other advanced analytical tools to identify common issues across thousands of
VvSAN deployments. Utilizing this information, VMware can push proactive alerts to customers and arm the VMware support teams
with real-time information to accelerate troubleshooting and further enhance a customer’s support experience.

Here is a look at some of the innovations and capabilities available today with vSAN helping us deliver the enhanced support
experience of vSAN ReadyCare:

Proactive Cloud Health Checks

Participating in the Customer Experience Improvement Program (CEIP) enables VMware to provide higher levels of proactive and
reactive customer assistance. Benefits of participating in this program include streamlined troubleshooting, real-time notifications
and recommendations for your environment, diagnostics, and the potential to remedy issues before they become problems.

VSAN Health is cloud-connected. Health checks appear as new VMware Knowledge Base (KB) articles are created and published.
An “Ask VMware” button is supplied in the user interface, which guides administrators to the relevant VMware knowledge base
article.

Online Health Checks are added between product updates. This is beneficial because they are delivered without the need to
upgrade vSphere and vSAN. This enhancement consistently provides administrators with latest checks and remedies for optimal
reliability and performance.

Some hardware specific health checks will appear only in the event a cluster has particular hardware, while other health checks
previously only in Online Health Checks will available locally when CEIP is deactivated or vCenter has no Internet accessibility.
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Note: CEIP provides VMware with information that enables VMware to improve its products and services, to fix problems, and to
advise you on how best to deploy and use our products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in association with your organization’s VMware license
key(s). This information does not personally identify any individual.

Health checks history

In vSAN 7 Update 2 the Health checks history allows administrators to easily view a timeline of discrete alerts, which is especially
helpful to understand a series of events that may have occurred. The user interface provides the ability to understand
relationships with other alerts, providing insight to the administrator of the core issue that could be the cause of the alerts.

In vSAN 8, the vSAN Proactive Insights capability now allows customers who have a vCenter Server connected to the internet, but
not enrolled in CEIP, to receive the latest and greatest cloud-connected health checks. While we still encourage vSAN customers
to enroll in the CEIP to get the most out of a cloud-connected environment, the vSAN Proactive Insights.

Skyline Health

VMware Skyline™ is a proactive support service aligned with VMware Global Support Services. VMware Skyline automatically and
securely collects, aggregates, and analyzes product usage data which proactively identifies potential problems and helps VMware
Technical Support Engineers improve the resolution time.

This enables richer, more informed interactions between customers and VMware without extensive time investments by Technical
Support Engineers. These capabilities transform support operations from reactive, break/fix to a proactive, predictive, and
prescriptive experience that produces an even greater return on your VMware support investment.
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VSAN 7 Update 3 offers enhanced Skyline health checks to simplify troubleshooting. Skyline health checks tie multiple health check
alerts to the root cause. This relationship allows administrators to determine and address the root cause. This correlation is a great
supplement to the health check history introduced with vSAN 7 Update 2. This functionality is also extended to VR Ops via API.

Customers that participate in the Customer Experience Improvement Program (CEIP) also get added benefits by proactively
providing VMware Global Support Services (GSS) with some data about their environment.

Those that are reluctant to enable CEIP and provide data to GSS can rest assured their data is safe. Cluster data is anonymized
and uploaded to VMware’s analytics cloud and converted to useful information such as configuration specifics, performance
metrics, and health status.

Those customers who have not chosen to configure CEIP can easily enable it later through various vSAN workflows.

Q o~
2 ®
VMware

GSS

vSAN VMware Cloud
| 4 Support A Analytics
Narme S | Gescrption Insight
R N
A4
. @ . @ .
Easy Quick Health VvSAN vCenter
Install Start checks Services  Admin Ul
o , 1 t t ) )
Q Check/Configure vSAN Support Insight

GSS has no visibility to information such as host names, virtual machine names, datastore names, IP addresses, SPBM profiles, and
more as their actual values are not distinguishable without an obfuscation map that is only available to the cluster owner.

e — T B O Rl Gwww e e e cbnimen  msen s o

VMware GSS

The anonymized data can be associated with ongoing support cases to better equip GSS in the troubleshooting process. Together,
the ability to protect sensitive customer information and reducing the amount of time associated with the troubleshooting process
can provide more secure and faster problem resolution.

Skyline Health Diagnostic (SHD) tool for isolated environments

The Skyline Health Diagnostic (SHD) tool for health check management and diagnostics for isolated environments is available in
VSAN 7 Update 2. The Skyline Health Diagnostics tool is a self-service tool that brings some of the benefits of Skyline health
directly to an isolated environment. It is run by an administrator at a frequency they desire. It will scan critical log bundles to
detect issues and give notifications and recommendations to important issues and their related KB articles. This tool helps our
customers with isolated environments resolve their issues faster without the need to contact GSS.

Performance for Support Diagnostics
“Performance for Support” dashboards natively within the Ul reduce the need for support bundles and allow VMware Global
Support Services for a faster time to resolution.
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Data previously available in the vSAN Observer utility is immediately available to GSS personnel to better support the
environment. GSS Support personnel have better visibility to the current state of vSAN, and in many cases can reduce the need
for customer submission of support bundles.

The vSAN Performance Service and vRealize Operations are still the primary locations for administrators to view cluster, host, and
virtual machine performance metrics.

Additionally, an on-demand network diagnostics mode can temporarily collect granular network intelligence, that can be submitted
with log bundles for deeper visibility at both the host and network layers.

Verbose mode Enable verbose mode

R0

VEAN. Use oy as direc

U, Storage 10, and

VMware GSS

I Metwork disgnostic mode B Enable network diagnostic mode (] I

Performance for Support Diagnostics, along with the ability to temporarily collect enhanced network metrics are two great
additions to the vSAN toolset to better speed problem resolution.

Automation

VSAN features an extensive management APl and multiple software development kits (SDKs) to provide IT organizations options
for rapid provisioning and automation. Administrators and developers can orchestrate all aspects of installation, configuration,
lifecycle management, monitoring, and troubleshooting in vSAN environments.
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VMware PowerCLI is one of the most widely adopted extensions to the PowerShell framework. VMware PowerCLI includes a very
comprehensive set of functions that abstract the vSphere API down to simple and powerful cmdlets including many for vSAN. This
makes it easy to automate several actions from enabling vSAN to deployment and configuration of a vSAN stretched cluster. Here
are a few simple examples of what can be accomplished with vSAN and PowerCLI:

e Assigning a Storage Policy to Multiple VMs
e Set Sparse Virtual Swap Files

e VSAN Encryption Rekey

Setup vSAN Stretched Cluster DRS Rules
Backup or Restore SPBM Profiles in VCSA
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PowerCLI includes cmdlets for performance monitoring, some cluster configuration information tasks such as upgrades, and vSAN
iSCSI operations. A Host-level API can query cluster-level information. S.M.A.R.T. device data can also be obtained through the
VSAN API. SDKs are available for several programming languages including .NET, Perl, and Python. The SDKs are available for
download from VMware Developer Center and include libraries, documentation, and code samples. vSphere administrators and
DevOps shops can utilize these SDKs and PowerCLI cmdlets to lower costs by enforcing standards, streamlining operations, and
enabling automation for vSphere and vSAN environments.

Capacity Reporting
Capacity utilization is a top of mind concern for administrators as part of day-to-day administration of any storage infrastructure.

Tools that provide easy access to how much capacity is being consumed and by what type of data, the available usable capacity
going forward with different policy choices, as well as the historical change in storage consumption are key to successful storage
management.

The vSAN Capacity Overview quickly and easily shows the amount of capacity being consumed on a vSAN datastore.

Capacity Overview

@ Used 225.10 GB/4.50 TB (4.89%) Free space on disks 4.28 TB (D

@ Actually written 105.10 GB (2.28%) (@ Object reserved 120.00 GB (2.6%)

‘You can enable operations and host rebuild reserve. CONFIGURE

Administrators can also see the Capacity History of the vSAN Cluster over time. Historical metrics such as changes in capacity
used/free and deduplication ratios can provide administrators a better understanding of how changes in the environment impact
storage consumption and smarter decision making.

For deployments that have Deduplication and Compression enabled, the Deduplication and Compression Overview provides
detailed information about the space consolidation ratio and the amount of capacity that has been saved. Deduplication and
Compression Overview shows the amount of space that would be required if Deduplication and Compression were to be
deactivated.

An updated and easier-to-read capacity breakdown provides more details on the distribution of object types.

Usage breakdown before dedup and compression

Usage by categories EXPAND ALL

v M VM 50.73 GB (45.09%)

VMDK
Primary data 22.84 GB
Replica usage 22.89 GB

45.73 GB (90.14%)

572.00
Block container volumes (attached to a VM)
MB (1.1%)

Primary data 280.00 MB
Replica usage 292.00 MB
VM home objects (VM namespace) ~ 4.30 GB (8.49%)

Swap objects

VM home
objects (VM
namespace)

data

Block container
volumes
(attached to a
VM) Replica
usage

VM objects

50.73 GB

Block container
volumes
(attached to a
VM) Primary
data

VMDK Primary

Swap objects 144.00 MB (0.28%)

> B User objects 860.00 MB (0.75%)

> W System usage 60.95 GB (54.17%)
VMDK Replica
usage

Container volumes overview

Note: Percentages are of used capacity, not of total capacity.

In vSAN 7 Update 2 administrators can see how oversubscribed capacity is for the cluster. vSAN is inherently thin provisioned,
meaning that only the used space of an object is counted against the capacity usage. Oversubscription visibility helps the
administrator understand how much storage has been allocated, so they can easily see the capacity required in a worst-case
scenario and adhere to their own sizing practices. vSAN 7 U2 also provides customizable warning and error alert thresholds
directly in the Capacity Management Ul in vCenter Server. Redundant alerting for capacity thresholds are eliminated to help
clarify and simplify the condition reported to the administrator.
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@ Used 6824 GA/AS0 T (LAB%N) Froe space on disis 4.43 78 (D)
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Reservations and Alerts = vsan-Cluster X

Enabling operations reserve for vSAN helps ensure that there will be enough space in the cluster for internal
operations to complete successfully. Enabling host rebuild reserve allows vSAN to tolerate one host failure.
When reservation is enabled and capacity usage reaches the limit, new workloads fail to deploy.

Learn more [4

The reserved capacity is displayed in the capacity overview:

@ Actually written 68.24 GB (1.48%)

@D orerations reserve

@D Host rebuild reserve

The default health alerts are system recommendations based on your reservation configuration.
Customize alerts @
Receive f§ warning alert at 70 % of the available capacity.

Receive @ error alert at 90 % of the available capacity.

CANCEL APPLY

Resynchronization Operations
VvSAN Resyncing Objects dashboard provides administrators with a thorough insight of current resync operations and their
estimated time to completion. In addition, details of resync operations that are waiting in the queue can also be retrieved.

Types of resyncs can be easily filtered on the cause of the resync, such as rebalancing, decommissioning, or component merging.
All of these improvements add up to more visibility, and more control.
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Resyncing Objects

» Total resyncing objects a @

» Bytes left to resync 50.57 GB

~ Total resyncing ETA 7 minutes
Active objects 7 minutes
Gueued objects 0 seconds
Suspended objects 0 seconds

> Scheduled resyncing None

Object list

Intent:§ All @ status:f Active @ showfirst: 100 ~  REFRESH
Active
Decommissioning
Namel Disk evacuation VM storage § Suspended t ¥ Bytes Left to Resync v Intent v

Rebalance

~ & compliance - - 12.87 GB
Stale

+| Concatenation merge

FTT1-RS - 12.87 GB

vSAN Datastore

Performance Service

A healthy vSAN environment is one that is performing well. vSAN includes many graphs that provide performance information at
the cluster, host, network adapter, virtual machine, and virtual disk levels.

There are many data points that can be viewed such as IOPS, throughput, latency, packet loss rate, write buffer free percentage,
Cache de-stage rate, and congestion. Time range can be modified to show information from the last 1-24 hours or a custom date
and time range. It is also possible to save performance data for later viewing.

The performance service is enabled at the cluster level. The performance service database is stored as a VSAN object independent
of vCenter Server. A storage policy is assigned to the object to control space consumption and availability of that object. If it
becomes unavailable, performance history for the cluster cannot be viewed until access to the object is restored.

vSAN Performance Service Settings  custer X

Enable vSAN Performance Service (D)

Storage policy wSAN Default Storage Palicy

The vSAMN performance history database is stored as a vSAN object. The policy

controls the avall space o ion and perf) nce of that cbject. If the

object becomes unavailable, the performance history for the cluster is also
unavadable.

Verbose mode | Enable verbose mode

The verbose mode uses additional CPU, Storage 10, and Storage space of vSAN
U only b8 directed by VMware SUppor.

‘::ANCEL ﬂ

Changes, available in vSAN 7 Update 1, were made in the hypervisor to better accommodate the architecture of AMD-based
chipsets. Improvements were also made in vSAN (regardless of the chipset used) to help reduce CPU resources during 1/O activity
for objects using the RAID-5 or RAID-6 data placement scheme, this is especially beneficial for workloads issuing large sequential
writes. VSAN7 U2 includes enhancements to help I/O commit to the buffer tier with higher degrees of parallelization. vSAN 7
Update 3 delivers improved performance with optimizations made to the data path when using RAID-5/6 erasure coding. vSAN now
evaluates characteristics of the incoming writes in the queues and can write the stripe with parity in a more efficient way: reducing
I/0 amplification, and the number of the task or tasks that occur in a serial manner. The optimizations are particularly beneficial
for workload patterns that issue sequential writes, or bursty write workload activity, sometimes found in database workloads, as
well as streaming applications. All of these add up to fewer impediments as I/O traverses the storage stack and a reduction of CPU
utilization which can drive up the return on investment.

Several enhancements make vSAN 8 enticing for existing vSAN clusters using the Original Storage Architecture, or OSA. Perhaps
the most significant of these enhancements for the OSA in vSAN 8 is the increase in the maximum capacity of caching/buffering
devices that vSAN can recognize - increased from 600GB to 1.6TB per disk group. Let's learn how this can benefit customers
making the transition to vSAN 8 using the OSA.
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A Larger Logical Write Buffer Limit for vSAN 8 OSA
The OSA in vSAN 8 increases the logical address space of a write buffer device to 1.6TB. For those customers using these larger
storage devices as a write buffer, this nearly triples the effective buffer capacity, all through a software upgrade.

What does a larger write buffer mean for you and your workloads? Simply put, better performance! How? A vSAN cluster will
likely see improved performance for the following reasons:

¢ Improve performance of writes. A larger buffer capacity allows more data that can be written at a burst level of
performance, maintaining a lower level of latency, as opposed to the slower, steady-state rate of the capacity tier.

e Improves performance consistency. Larger buffers allow more hot data to reside in this faster tier. A larger working
set of data living in a fast tier means a larger percentage of hot data is accessible at a fast rate. This is known as temporal
locality, and is a common factor in system optimizations.

e Improve performance of reads. With vSAN All-flash configurations, while the buffering tier is designed to ingest writes,
all read requests will check the buffer first before fetching the data from the capacity tier.

¢ Reduces I/0 demand on the capacity tier. When more hot data can reside in a buffer tier, less demand is placed on
the capacity tier, reducing 1/0 amplification. Frequent overwrites can remain in the buffer and many read requests can be
serviced by the buffer - both of which reduce the demand on the capacity tier devices.

e Reduced reboot times. This improvement comes through a feature introduced in vSAN 7 U1 that allowed in-memory
metadata tables to be saved to persistent media upon a host restart. A larger buffer allows for more metadata mapping to
be saved, and thus a more efficient host restart process.

e Improved Resynchronization performance. A larger buffer can absorb more resynchronization activities on a host,
reducing the time to completion.
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Performance Metrics

Performance metrics aid in monitoring health, adherence to SLAs, and troubleshooting. vSAN provides insightful and quantifiable
metrics with granularity. These metrics can be monitored at Cluster, Host, Virtual Machine, and at a virtual disk level.

Cluster Metrics
Cluster level graphs show I0Ps, throughput, latency, congestion, and outstanding I/O. “vSAN - Virtual Machine Consumption”
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graphs show metrics generated by virtual machines across the cluster. In addition to normal virtual machines reads and writes,
“VSAN - Backend” consumption adds traffic such as metadata updates, component rebuilds, and data migrations.

Host Metrics

In addition to virtual machine and backend metrics, disk group, individual disk, physical network adapter, and VMkernel adapter
performance information is provided at the host level. Seeing metrics for individual disks eases the process of troubleshooting
issues such as failed storage devices. Throughput, packets per second, and packet loss rate statistics for network interfaces help
identify potential networking issues.

Virtual Machine Metrics

VSAN provides greater flexibility and granularity to monitor specific Virtual Machine performance metrics. This is particularly
helpful in a larger infrastructure and densely populated clusters. The administrator can choose VMs for a targeted analysis or
perform a comparative study across multiple VMs. This helps expedite troubleshooting and isolating performance issues.

Summary Monitor Configure Permissions VMs Datastores Networks

Utilization VM BACKEND

Storage Overview

| SHOW SPECIFIC VMS (5) v| Time Range: LAST » 1 Hour(s)

Security

VSAN VMO1 — VMO2 — VMO3 —  [] vM04 —  [] VMO5 =
Skyline Health

Virtual Objects Throughput

Physical Disks
Resyncing Objects

Proactive Tests
Capacity —Reads = Writes e \Writes

Performance
Latency

- Writes

Virtual machine metrics include IOPS, throughput, and latency. It is also possible to view information at the virtual disk level.
Comprehensive visibility of persistent volumes or container first-class disks

VvSAN 7 Update 3 introduces enhance levels of visibility for persistent volumes or container first-class disks. One can now easily
identify the persistent volume name when viewing the performance information of a VMDK. View of container volumes is also
available across Ul for easy navigation.

Enhanced network monitoring

Several metrics are included to monitor the physical networking layer, including CRC and carrier errors, transmit and receive
errors, and pauses. Visibility is added at the TCP/IP layers including ARP drops and TCP zero frames. Not only do these metrics
show up in time-based performance graphs, but health alarms ensure an administrator knows they are approaching or surpassing
critical thresholds.

@ “High CRC error rate detected...”

FEEEEE EEE
+t 4t It 1t 4t It 11141 41

vSAN layers vE3AN layers

11 11

ESXi *— TCP/IP

vSAN layers

1

EsX

Lo 1] 1o 1] ««-

Esxi

layer

| ! ]
Switchgear =

A separate view can be set to observe latency, throughput, or IOPS, and can view either the top VMs, or the top disk groups used -
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the "top contributers”. These will be shown clearly in an ordered list with a customizable time-based view to understand the

history of the metri

¢ desired.

M vSAM-Cluster acT
SuETmary Monitor Canfigue
Datastores under APD or P
Resource Algcation A

(=1
Mamary

Storage

PONS W

e Pafrmissions Hasts WMs Datastoses Metworks Updates

Performance
n BACKEND | IDINSIGHT vsauc:necv]

l TOP CONTRIBUTORS

ask vaware [

o Cluster level Latency  FmeRange: Last~ 1 FHour(s) |_snew mesuirs
Utiization doenatit L) L I )
Sterage Owerview

| ) nooaA
Security Latency @ &
12,257

VAN w - _—

Skyline Health

Virtual Objects CEXD

Physical Disks _

Resyneing Objects oms

[ =3 6:50 PM TO5 MM 7:20 M Tasea

Proactive Tests

Capaety — Readbaency  — Write Latency

Perlarmance Blagnastics 0 vSAN-Cluster Read Latency - wiite Latency - -

=
£

VvSAN 7 Update 3 introduces additional network-related health checks. They provide better visibility into the switch fabric that
connects the vSAN hosts and ensures higher levels of consistency across a cluster. The latest health checks include:

- Duplicate IP addresses for hosts.
- LACP synchronization issues.

- LRO/TSO configuration status.

Performance Analytics
In addition to metrics available in the Ul, vSAN provides additional utilities for a deeper insight and analysis of workloads. These
utilities are typically used for targeted analytics or troubleshooting.

VSAN IO Insight

VvSAN 10 Insight provides more detailed insight into workload characteristics such as 1/0 size, Read/Write ratio, |0 throughput and
latency distribution (Random and Sequential). The size of storage 1/0 can have a profound impact on the perceived level of
performance of the VM and presenting I/O size distributions for a discrete workload can help identify if the 1/O sizes are a
contributing factor to latency spikes.

vCenter

Permissions Hosts VMs Datastores Networks

BACKEND

[ sHow sPECIFIC vMs (5) v |

Summary Monitor Configure

Utilization VM

Storage Overview Time Range: LAST v 1 Hour(s)

Security

VSAN v
Skyline Health
Virtual Objects I0PS

VMO == VMO2 = VMO3 == [] vM04 == [] VMOS ===

Physical Disks
Resyncing Objects

Proactive Tests
Capacity ——Reads - Writes
Performance
Latency

e WritES

vsantop
vsantop is another utility built with an awareness of vSAN architecture to retrieve focused metrics at a granular interval. This utility
is focused on monitoring vSAN performance metrics at an individual host level.
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VR Ops vsantop

@
7:00:06pm up 7 days 2:13, 1050 worlds, 0 VMs, 0 vCPUs;
W % VSAN le: 0.00, 0.00, 0.00

Metric Picker

> [& Health Entity type: capacity-disk
g Performance
N 52cc82da-c 0 0 0 0
CPUIReady (ms) 52a83bb4-3 0 0 0 0
Physical Lafer Read I0PS 152512526-a 0 0 0 0
Physical Lafer Read Latency 520649cb-1 0 0 0 0
vSphere () VvSAN
2

| Perisve [l Perfsve | [ Perfsve |
[l o m] [im o ui] -+ [i_o 1]

VM 1/0 trip analyzer integrated into vCenter server

A VM 1/0O trip analyzer is integrated into the vSAN 7 Update 3 vCenter server to help administrators identify the primary points of
contention more easily. There is a visual representation in the vCenter server Ul that illustrates parts of the data path and
measures the variability of the delay time of the system. It gives a clearer way of understanding where latency is occurring in the
storage stack. Workflow of the I/O trip analyzer:

e Highlight the VM in question, click Monitor>vSAN>I/o Trip Analyzer and click "Run New Test".
e View results
Troubleshoot
%_ performance & vm
1
Analyzer

4

LN ) vCenter

| Virtual Disks | State | Avg Lat. Read | Std Dev. Read | Avg Lat. Write Std Dev. Write

O | Virtual Disk 1 Available 3.2ms 2.4ms 4.6ms 2.1ms
Virtual Disk 2 Available 3.ms 2.3ms I 6.8ms 4.0ms

Virtual Disk 2 |—\ Fl 192.168.68.11 P
[ RAID-1 }TO—H CACHE DISK_|—@—p[ CAPACITY DIsK |

F 192.168.68.12
NIC | —CO—p[ CACHE DISK —O—p{ CAPACITY DISK

Performance Diagnostics

VSAN Performance Diagnostics analyzes previously executed benchmarks. Administrators can select the desired benchmark goal
such as maximum throughput or minimum latency and a time range during which the benchmark ran. Performance data is
collected and analyzed. If an issue is discovered, it is reported in the vSphere Web Client along with recommendations for
resolving the issue.

HCIBench has API-level integration with Performance Diagnostics. Administrators run a benchmark test and HCIBench will save the
time range in vCenter Server. Detailed results of the test including supporting graphs are easily retrieved from the Performance
Diagnostics section in the vSphere Web Client. This integration simplifies activities such and conducting a proof of concept and
verifying a new vSAN cluster deployment.

Note: Joining CEIP and enabling the vSAN Performance Service is required to use the Performance Diagnostics feature.

Native vRealize Operations Integration

VMware vRealize Operations streamlines and automates IT operations management. Intelligent operations management from
applications to infrastructure across physical, virtual, and cloud environments can be achieved with vRealize Operations.

vRealize Operations Management Packs could be added to extend the capabilities of vRealize Operations by including prebuilt
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dashboards that focus on design, management, and operations for a variety of solutions and use cases.

Install vRealize Environment Details X
Operations VM NAME

VEAN-OC

VSAN-Cluster

10198.25.73

VR Ops Wizard N
in vCenter i

Install vRealize
Operations

4 Networ
5 Adapter instance Details

vSphere vSAN & Summary

] - |

VRealize Operations within vCenter provides an easy way for customers to see basic vRealize intelligence with vCenter.
vCenter includes an embedded plugin that allows for users to easily configure and integrate a new vRealize Operations instance or
to utilize an existing vRealize Operations instance.

The vRealize Operations instance is visible natively in the vSphere Client. The integrated nature of “vRealize Operations within
vCenter” also allows the user to easily launch the full vRealize Operations user interface to see the full collection of vRealize
Operations dashboards. These provide additional visibility into and analytics for vSAN environments.

vRealize Operations dashboards have the ability to differentiate between normal and stretched vSAN clusters, displaying
appropriate intelligence for each.

Standard Cluster Stretched Cluster

An incredible number of metrics are exposed to assist with monitoring and issue remediation. vRealize Operations makes it easier
to correlate data from multiple sources to speed troubleshooting and root cause analysis.

Enhanced Data Durability During Unplanned Events

VSAN 7 U2 ensures the latest written data is saved redundantly in the event of an unplanned transient error or outage. When an
unplanned outage occurs on a host, vSAN 7 U2 and later version immediately write all incremental updates to another host in
addition to the other host holding the active object replica. This helps ensure the durability of the changed data if an additional
outage occurs on the other host holding the active object replica. This builds off the capability first introduced in vSAN 7 U1 that
used this technique for planned maintenance events. These data durability improvements also have an additional benefit:
Improving the time in which data is resynchronized to a stale object.
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Simplified vSAN cluster shutdown and power-up

The day-to-day activities at the data center include the need to occasionally shut down an entire vSAN cluster. For example, the
power supply network might need to be maintained, or the servers might need to be moved to another location, and
administrators should power off and restart all hosts in a short period of time. vSAN 7 Update 3 introduces a build-in guided
workflow for simple power down and restart. This new feature helps administrators perform a graceful shutdown and restart of an
entire cluster while monitoring for possible issues during the entire process. Instead of having to follow a specific set of steps that
are more prone to human error, the admin is seamlessly guided through the process of the new automated workflow.
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Data Services

Space Efficiency

Space efficiency features such reduce the total cost of ownership (TCO) of storage. Even though flash capacity is currently more
expensive than magnetic disk capacity, using space efficiency features makes the cost-per-usable-gigabyte of flash devices the
same as or lower than magnetic drives. Add in the benefits of higher flash performance and it is easy to see why all-flash
configurations are more popular.

Deduplication and Compression

Deduplication and Compression feature can reduce the amount of physical storage consumed by as much as 7x. Environments
with redundant data such as similar operating systems typically benefit the most. Likewise, compression offers more favorable
results with data that compresses well like text, bitmap, and program files. Data that is already compressed such as certain
graphics formats and video files, as well as files that are encrypted, will yield little or no reduction in storage consumption from
compression. Deduplication and compression results will vary based on the types of data stored in an all flash vSAN environment.

Deduplication and compression is a single cluster-wide setting that is deactivated by default and can be enabled using a simple
drop-down menu. Deduplication and compression are implemented after writes are acknowledged in the vSAN Cache tier to
minimize impact to performance. The deduplication algorithm utilizes a 4K fixed block size and is performed within each disk
group. In other words, redundant copies of a block within the same disk group are reduced to one copy, but redundant blocks
across multiple disk groups are not deduplicated.

Note: A rolling format of all disks in the vSAN cluster is required when deduplication and compression are enabled on an existing
cluster. This can take a considerable amount of time. However, this process does not incur virtual machine downtime.

Deduplication and compression are supported only with all flash vSAN configurations. The processes of deduplication and
compression on any storage platform incur overhead, including vSAN. The extreme performance and low latency capabilities of
flash devices easily outweigh the additional resource requirements of deduplication and compression. Furthermore, the space
efficiency generated by deduplication and compression lowers the cost-per usable-GB of all flash.

Compression-only

Compression-only feature is functional subset of Deduplication & Compression that is intended to provide a compression-only
capability. This allows customers to have greater flexibility in choosing the right amount of space efficiency and minimize the
performance trade-off.

Compression-only feature is a cluster-wide setting. While enabled, the compression logic is implemented at capacity device level.
This reduces the failure domain to the specific device as opposed to an entire diskgroup as in the case of Deduplication and
Compression.

Compression

Capacity

Disk Group

Erasure Coding

RAID-5/6 erasure coding is a space efficiency feature optimized for all flash configurations. Erasure coding provides the same
levels of redundancy as mirroring, but with a reduced capacity requirement. In general, erasure coding is a method of taking data,
breaking it into multiple pieces and spreading it across multiple devices, while adding parity data so it may be recreated in the
event one of the pieces is corrupted or lost.

Unlike deduplication and compression, which offer variable levels of space efficiency, erasure coding guarantees capacity
reduction over a mirroring data protection method at the same failure tolerance level. As an example, let's consider a 100GB
virtual disk. Surviving one disk or host failure requires 2 copies of data at 2x the capacity, i.e., 200GB. If RAID-5 erasure coding is
used to protect the object, the 100GB virtual disk will consume 133GB of raw capacity—a 33% reduction in consumed capacity
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versus RAID-1 mirroring.

RAID-5 erasure coding requires a minimum of four hosts. Let’s look at a simple example of a virtual disk object. When a policy
containing a RAID-5 erasure coding rule is assigned to this object, three data components and one parity component are created.
To survive the loss of a disk or host (FTT=1), these components are distributed across four hosts in the cluster.
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RAID-6 erasure coding requires a minimum of six hosts. For the same virtual disk object as in the previous example, a RAID-6
erasure coding rule creates four data components and two parity components. This configuration can survive the loss of two disks
or hosts simultaneously (FTT=2).

While erasure coding provides significant capacity savings over mirroring, understand that erasure coding requires additional
processing overhead. This is common with any storage platform. Erasure coding is only supported in all flash vSAN configurations.
Therefore, the performance impact is negligible in most cases due to the inherent performance of flash devices.

TRIM/UNMAP

Modern guest operating systems have the ability to reclaim no longer used space once data is deleted inside of a guest operating
system. Using commands known as TRIM/UNMAP for the respective ATA and SCSI protocols, this helps the guest operating
systems be more efficient with storage space usage.
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When enabled vSAN has full awareness of TRIM/UNMAP commands sent from the guest OS and can reclaim the previously
allocated storage as free space.

This is an opportunistic space efficiency feature that can deliver better storage capacity utilization in vSAN
environments Administrators may find in some cases, dramatic space savings in their production vSAN environments.

iSCSI Target Service

Block storage can be provided to physical workloads using the iSCSI protocol. The vVSAN iSCSI target service provides flexibility and
potentially avoids expenditure on purpose-built, external storage arrays. In addition to capital cost savings, the simplicity of vSAN
lowers operational costs.

The vSAN iSCSI target service is enabled with just a few mouse clicks. CHAP and Mutual CHAP authentication are supported. vSAN
objects that serve as iSCSI targets are managed with storage policies just like virtual machine objects. After the iSCSI target
service is enabled, iSCSI targets and LUNs can be created.

The last step is adding initiator names or an initiator group, which controls access to the target. It is possible to add individual
names or create groups for ease of management.

In nearly all cases, it is best to run workloads in virtual machines to take full advantage of vSAN's simplicity, performance, and
reliability. However, for those use cases that truly need block storage, it is possible to utilize vSAN iSCSI Target Service.
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IOPS Limits

VSAN can limit the number of IOPS a virtual machine or virtual disk generates. There are situations where it is advantageous to
limit the 10PS of one or more virtual machines. The term noisy neighbor is often used to describe when a workload monopolizes
available 10 or other resources, which negatively impact other workloads or tenants in the same environment.

An example of a possible noisy neighbor scenario is month-end reporting. Management requests delivery of these reports on the
second day of each month so the reports are generated on the first day of each month. The virtual machines that run the reporting
application and database are dormant most of the time. Running the reports take just a few hours, but this generates very high
levels of storage I/O. The performance of other workloads in the environment is sometimes impacted while the reports are running.
To remedy this issue, an administrator creates a storage policy with an IOPS limit rule and assigns the policy to the virtual
machines running the reporting application and database.

]

TUUULIUU U

E= EE ) 33mam mam 344 2045 M s0am EEL ameam 0
T

The I0PS limit eliminates possible performance impact to the other virtual machines. The reports take longer, but they are still
finished in plenty of time for delivery the next day.

Keep in mind storage policies can be dynamically created, modified, and assigned to virtual machines. If an IOPS limit is proving to
be too restrictive, simply modify the existing policy or create a new policy with a different IOPS limit and assign it to the virtual
machines. The new or updated policy will take effect just moments after the change is made.

Native File Services

VSAN File Service provides file share capabilities natively and supports NFSv3, NFSv4.1, SMB v2.1 and SMB v3. Enabling file
services in VSAN is similar to enabling other cluster-level features such as iSCSI services, encryption, deduplication, and
compression. Once enabled, a set of containers on each of the hosts are deployed. These containers act as the primary delivery
vehicle to provision file services. An abstraction layer comprising of Virtual Distributed File System (VDFS) provides the underlying
scalable filesystem by aggregating vSAN objects to provide resilient file server endpoints and a control plane for deployment,
management, and monitoring. File shares are integrated into the existing vSAN Storage Policy Based Management on a per-share
basis. vVSAN File Service supports Kerberos based authentication when using Microsoft Active Directory.
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File services in vSAN 7 Update 2 can be used in vSAN stretched clusters as well as vSAN 2-Node topologies, which can make it

vSAN file services
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ideal for those edge locations also in need of a file server. Data-in-Transit encryption, as well as the space reclamation technique
known as UNMAP, are also supported. A snapshotting mechanism for point-in-time recovery of files is available through API. Finally,
vSAN 7 U2 optimizes some of the metadata handling and data path for more efficient transactions, especially with small files.
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vEAN Stretched Cluster

Administrators can set a soft quota to generate alerts when a set threshold is exceeded and configure a hard quota on shares to
restrict users from exceeding the allocated share size. The entire lifecycle of provisioning and managing file services can be
seamlessly performed through the vCenter Ul. This feature helps address a broader set of use cases requiring file services.

With vSAN 7 Update 3, the vSAN file services introduce support for a technique of intelligent disclosure known as “access-based
enumeration” or ABE. This feature, capable of file shares using SMB v3 and newer, will reduce the disclosure of content to those
with the appropriate permissions. Support of ABE will prevent a directory from listing all folders within a share, and only list those
with the appropriate permissions for access. This type of intelligent disclosure helps prevent unintentional disclosure of
information around sensitive material even though a user may not have full access to the material.
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Cloud Native Storage

Cloud-native applications in the initial phases were mostly stateless and did not require persistent storage. In subsequent stages of
evolution, several cloud-native applications benefited or required persistent storage. As more developers adopted newer
technologies such as containers and Kubernetes to develop, build, deploy, run and manage their applications, it became
increasingly important that an equally agile Cloud-Native Storage be made available to these applications. vSAN enables a
platform to seamlessly manage and provisioning persistent volumes to containerized workloads with the same ease and
consistency as you would manage VMs. vSAN's architecture simplifies manageability, operations, and monitoring capabilities while
providing enterprise-class storage performance and availability.

Persistent Volumes

With VMware stack, Cloud Native Storage is natively built-in. vSAN provides the best-in-class enterprise storage platform for
modern, cloud-native applications on Kubernetes, in vSphere. Administrators can dynamically provision policy-driven persistent
volumes to Kubernetes based containers. vSAN supports both block and file-based persistent volumes.
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Kubernetes uses a Storage Class to define different tiers of storage and to describe different types of requirements for storage
backing the persistent volume. The requirements specified in the storage class are mapped to an associated storage policy to
provision persistent volumes with the requested attributes. The ability to manage persistent volumes through storage policies
ensures operational consistency for the vSphere administrator. vCenter Server provides a unified interface to provision, manage,
monitor, and troubleshoot persistent volumes.

vSAN 7 Update 3 introduces an all-new level of flexibility in deploying and scaling container workloads for environments running
vSphere with Tanzu. With this latest edition, the use of file-based read-write-many volumes is now supported in vSphere with
Tanzu in addition to the block-based read-write-once volumes supported in previous editions. This feature provides all-new levels
of flexibility and efficiency for microservices to simply mount and access persistent volumes as other pods in the cluster. RWM
volumes can be easily exposed to Tanzu Kubernetes Grid (TKG) guest clusters using vSAN File services. File-based (RWM)
persistent volumes can be advantageous for pods that must share data amongst themselves.
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vSAN Data Persistence platform (DPp)

VSAN 7 Update 1 introduces a framework to simplify the deployment and operations of modern applications relying on cloud-native
architecture. Cloud-native applications have unique infrastructure needs due to their shared-nothing architecture (SNA) and
integrated data services. The vSAN Data Persistence platform (DPp) allows modern databases and stateful services to plug into
this framework through APIs to maintain an efficient persistence of these distributed applications and data. The APIs allow partners
to take advantage and build robust solutions and orchestrate the persistence of the application and data.

In vVSAN 7 Update 3 vSAN clusters that use the DPp are able to decommission discrete devices more easily: very similar to vSAN
clusters running traditional workloads. Decommissioning a discrete device helps minimize the cost of data movement when
compared to host-based evacuation. New certified versions of operators and plugins for vSAN Data persistent platform are
available for MinlO and Cloudian. Customers can update their operators without the need to upgrade the versions of vSphere,
VSAN, or the vCenter. vSAN 7 Update 3 also brings operational ease by enabling the possibility of performing installations and
updates independently from the vCenter server and the TKG supervisor cluster.

X\B/Edcg © VMware LLC. Document | 63



VMware vSAN Technology Overview

Kubernetes
K8s Pods

1
! !
1 1
1 1
1 1
1 ]
' i
1 | DELLEMC i
i G MINIO | |oaTRsTAXS CS| i

Partner 4| ECS eLouoAN i Simplified

1

Operators | | Operations

i ;
Data Persistence platform (DPp)
des'(lec;wl%eent SZ;\?; : Service Optimized >torage
ey S monitoring PN Orchestration
& scaling migration Storage
VSAN VSAN Direct Configuration 1 Optimized
’/ "ssp | |sso| |[ssp "ssD [g ©| Storage
<] vSphere vSphere
vSAN Direct

vSAN Direct Configuration provides performance optimized data storage for shared-nothing applications (SNA) like Cassandra and
MongoDB that do not need data services. The applications are administered through the same vCenter management interface but
use an optimized data path to access designated storage devices on the hosts in the vSAN cluster but not part of the vSAN
datastore. This ability aids in reducing raw storage overhead for stateful cloud native applications. vSAN Direct can also be tailored
to suit applications that prioritize high storage density over performance. The vSAN ReadyNode program will be updated to provide
configurations to suit these value-based use cases. vVSAN Direct is available as part of vSAN Data Persistence platform(DPp)
through VMware VCF with Tanzu.
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VSAN 7 U2 provides enhancements for Kubernetes-powered workloads. Migration from the legacy vSphere Cloud Provider (VCP) to
the Container Storage Interface (CSl) is supported. The CSI driver enables Kubernetes to provision and manages persistent
volumes when running on vSphere. Using the CSI helps administrators more effectively run, monitor, and manage container
applications and their persistent volumes in their environment. Persistent volumes can be resized without the need to take them
offline, eliminating any interruption.

VSAN 7 Update 3 introduces site availability for upstream Kubernetes workloads on vSAN by enabling a vSAN stretched cluster
topology. All the capabilities available in a vSAN stretched cluster for traditional workloads, are also available for upstream vanilla
Kubernetes workloads, including secondary levels of resilience, and site-affinity.

Stretched Cluster support for Persistent Volume placement in the open-source vSphere CSI driver is specifically supported from the
VSAN storage layer. Tanzu Kubernetes Grid or vSphere with Tanzu currently have no Stretched Cluster support due to known
Kubernetes limitations

Another Kubernetes enhancement in vSAN 7 Updtae 3, is the vSAN support for topology-aware volume provisioning. Meaning that
the volumes are easily accessible from the zone where the Kubernetes pods are running. The term "zone "defines a boundary that
represents the location where the pod can run, mimicking the fault domain concept. This enhancement is available for upstream
Kubernetes and it is applicable to Kubernetes workloads running in multi-cluster environments.
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Security

Native VMkernel Cryptographic Module

VMware incorporates FIPS 140-2 validation under the Cryptographic Module Validation Program (CMVP). The CMVP is a joint
program between NIST and the Communications Security Establishment (CSE). FIPS 140-2 is a Cryptographic Modules Standards
that governs security requirements in 11 areas relating to the design and implementation of a cryptographic module.
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The VMware VMkernel Cryptographic Module has successfully satisfied all requirements of these 11 areas and has gone through
required algorithms and operational testing, rigorous review by CMVP and third-party laboratory before being awarded certificate
number 3073 by the CMVP.

The details of this validation, along with the tested configurations are available at:
https://csrc.nist.gov/Projects/Cryptographic-Module-Validation-Program/Certificate/3073

The implementation and validation of the VMkernel Cryptographic Module shows VMware’s commitment to providing industry
leading virtualization, cloud, and mobile software that embrace commercial requirements, industry standards, and government
certification programs.

Because the VMware VMkernel Cryptographic Module is part of the ESXi kernel, it can easily provide FIPS 140-2 approved
cryptographic services to various VMware products and services.

Virtual machines encrypted with VM Encryption or vSAN Encryption work with all vSphere supported Guest Operating Systems and
Virtual Hardware versions, and do not allow access to encryption keys by the Guest OS.

Key Management

Key management is a core requirement for being able to use vSAN Data-at-rest Encryption and VM Encryption. A Key Management
Solution using Key Management Interoperability Protocol (KMIP) version 1.1 is required. Any Key Management Server using KMIP
1.1 is supported, but VMware has worked with several industry vendors to validate their solutions with these features.

Initial KMS configuration is done in the vCenter Server Ul. A KMS solution profile is added to vCenter, and a trust relationship is
established. Different KMS vendors have different processes to establish this trust but is relatively simple.
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For a complete list of validated KMS vendors, their solutions, and links to their documentation, reference the VMware Hardware
Compatibility List.
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VSAN 7 Update 3 introduces full support of using Trusted Platform Modules (TPMs) on the hosts within a vVSAN cluster to persist the
distributed keys should there be an issue with communication to the key provider. The use of TPMs is fully supported using the
vSphere NKP, or an external KMS, and is one of the best ways to build a robust, method of key distribution and storage of the keys.

vSphere and vSAN Native Key Provider

“Native Key Provider” feature simplifies the key management for environments using encryption. For vSAN, the embedded KMS is
ideal for Edge or 2-Node topologies and is a great example of VMware’s approach to intrinsic security. The Native Key Provider is
intended to help customers who were not already enabling encryption to do so in a secure and supported manner. This vSAN 7
Update 2 feature makes vSAN Data-at-rest protection - easy, flexible, and secure. Customers requiring key management for other
infrastructure will need to implement a KMS. NKP is purpose-built to serve only vSphere.
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vSAN Encryption

VvSAN delivers Data-At-Rest and Data-In-Transit encryption to ensure data security based on FIPS 140-2 validated Cryptographic
modules. The services are rendered at a cluster-wide option. Both services can be enabled together or independently.

Data-At-Rest Encryption

The VMware VMkernel Cryptographic Module is used by vSAN to provide Data at Rest Encryption to protect data on the disk groups
and their devices in a vVSAN cluster.

Because VSAN Encryption is a cluster level data service, when encryption is enabled, all vSAN objects are encrypted in the Cache
and Capacity tiers of the vSAN datastore. With encryption configured at the cluster level, only a single Key Management Server
may be used to provide Key Management Services.
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Encryption occurs just above the device driver layer of the vSphere storage stack, which means it is compatible with all vSAN
features such as deduplication and compression, RAID-5/6 erasure coding, stretched cluster configurations. All vSphere features,
including vSphere vMotion, vSphere Distributed Resource Scheduler (DRS), vSphere Availability (HA), and vSphere Replication are
supported. Data is only encrypted in the Cache and Capacity tiers and not encrypted “on the wire” when being written to vSAN.

When enabling or disabling vSAN Encryption, a rolling reformat of Disk Groups will be required as the vSAN cluster encrypts or
decrypts individual storage devices.

VvSAN Services vsaAN-Cluster %

& These settings require all disks to be reformatted. Moving large amount of stored data might be slow and
temporarily decrease the performance of the cluster.
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vCenter and PSC services can be run on an encrypted vSAN cluster, because each host will directly contact the Key Management
Server upon reboot. There is no dependency on vCenter being available during a host boot up, key retrieval, and mounting of
encrypted vSAN disks.

Data-In-Transit Encryption

vSAN Data-in-Transit Encryption securely encrypts all vSAN traffic in transit across hosts using FIPS 140-2 validated Cryptographic
modules. AES-GCM secure cipher is used for this encryption. This feature can be enabled independently from vSAN data-at-rest
encryption and does not require a Key Management solutions (KMS). This helps address regulatory standards and compliance that
is prevalent across specific industry segments and deployments involving multi-tenancy for added security.

A rekey interval for all hosts in the cluster can be specified at the cluster level in the configuration for Data-in-Transit Encryption.
Health checks ensure verify that all hosts in cluster have a consistent encryption configuration, and rekey interval and alert the
administrator if there is an anomaly.

VM Encryption

The VMware VMkernel Cryptographic Module is also used by vSphere Virtual Machine (VM) Encryption. VM Encryption can be used
create new encrypted virtual machines or to encrypt existing virtual machines. VM Encryption is applied to virtual machines and
their disks individually, through the use of Storage Policies.

Because of this, each virtual machine must be independently assigned a Storage Policy with a common rule that includes
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encryption. Unlike vSAN Encryption, where the whole cluster uses a single Key Encryption Key (KEK), each VM has its own KEK.
This makes VM Encryption very advantageous where there is a requirement for multiple Key Management Servers, such as
scenarios where different departments or organizations could be managing their own KMS.
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Once encrypted with VM Encryption, workloads that were once similar, and could be easily deduplicated, are no longer similar. As
a result, VM Encryption may not be best suited for use cases where high storage consolidation savings are required.

VM Encryption performs encryption of virtual machine data as it is being written to the virtual machine’s disks. Because of this, the
virtual machine itself is encrypted. If a virtual machine is encrypted with VM Encryption and it is migrated to an alternate vSphere
datastore, or offline device, the encryption remains with the virtual machine. VM Encryption works with any supported vSphere
datastore.

Encrypted vMotion

The Encrypted vMotion feature available in vSphere enables a secure way of protecting critical VM data that traverses across
clouds and over long distances. The VMware VMkernel Cryptographic Module implemented in vSphere is utilized to encrypt all the
vMotion data inside the VMkernel by using the most widely used and secured AES-GCM algorithm, thereby providing data
confidentiality, integrity, and authenticity even when vMotion traffic traverses over untrusted network links.

Role Based Access Control

Securing workloads does not end with the use of encryption technologies. Access granted to data and its management must also
be properly secured. Effective access to these workloads must align with the responsibilities associated with their management,
configuration, reporting, and use requirements.

Secure Disk wipe

vSAN facilitates security throughout the entire lifecycle, from provisioning to decommissioning a host or a drive. Secure Disk wipe
capability completes this cycle by allowing administrators to securely erase data prior to a hosts or drive by removed or
repurposed. This feature is based on NIST standards and rendered through PowerCLI or API.

Compliance

VSAN is in compliance with Voluntary Product Accessibility Template (VPAT), that defines conformance of information and
communication technology with United State Rehabilitation Act. Section 508 of VPAT provides specific guidelines to promote
standards of accessibility for people with limitations in vision, hearing, or other physical disabilities. VSAN compliance with VPAT
ensures that the product is eligible for use in organizations that require all purchases to adhere to these regulatory requirements.

VSAN is native to the vSphere hypervisor and, because of that tight integration, shares the robust security and compliance benefits
realized by the vSphere platform. 2-factor authentication methods, such as RSA SecurlD and Common Access Card (CAC), are
supported by vCenter Server, vSphere, and vSAN.

In April of 2017, VMware announced that VMware vSAN has been added to the VMware vSphere 6.0 STIG Framework. The updated
Defense Information Systems Agency (DISA) Security Technical Implementation Guide (STIG) defines secure installation
requirements for deploying vSphere and vSAN on U.S. Department of Defense (DoD) networks. VMware worked closely with DISA
to include vSAN in this update to the existing VMware vSphere STIG Framework. With this update, VMware HCI, comprised of
vSphere and vSAN, is the first and only HCI solution that has DISA published and approved STIG documentation.

Again, in June of 2019, VMware announced that VMware vSAN has been added to the VMware vSphere 6.5 STIG Framework. At the
time of this writing, VMware HCl is still the only HCI Solution that is part of a DISA STIG.

The purpose of a DISA STIG, is to reduce information infrastructure vulnerabilities. These guides are primarily created as guidance
for deployment and operations of U.S. Government infrastructure, though it is not uncommon for other organizations use them as

vmware

by Broadcom

© VMware LLC. Document | 69


https://blogs.vmware.com/virtualblocks/2019/06/12/vmware-hci-disa-stig/

VMware vSAN Technology Overview

> e ® @ hitpspublc.cybermistigs/douniosds_dfacet_sigs-opersting tualzation @ f] | Q Sear meow® =

{ pop cyeer opics . Trainin SRGsSTIGs  Resources
| EXCHANGE rusuic

SECURITY TECHNICAL
IMPLEMENTATION GUIDES

" Search 5TIGs

sow (25| s Soac
TIILE SE o BB o e
n

LesMe | 2Mwt9

WaKE | 09 Mar201e

854K | 20 My 2019

paake | 09 Mari01s

98 01Dm0t8

TeaHE | im0t

TG -Ver & Rel 4 E952KE | 01Dm0t

60KE | 01Dec20

EP (B EB P CP EP (P EP EF EP

M ke

This is because information security is not exclusive to the U.S. Government. Security is important to organizations across all
verticals, such financial, health care, and retail to name a few. Any organization that is interested in operating with a more security
aware posture, can use these publicly available STIGs to better secure their environment. DISA STIGs can be found on the DoD
Cyber Exchange website.

The acronym STIG is not a copyrighted term but is uniquely associated with DISA.

DISA is mandated to develop STIGs against a very specific set of standards in collaboration with the NSA and other organizations.
This is a formal process that is very time consuming, requiring close collaboration among all involved. When the Risk Management
Executive signs and approves the STIG, it validates that the product in the STIG meets the risk acceptance level for use in the DoD.
If important requirements are not met, DISA can and will refuse to sign/approve a proposed STIG.

It is not uncommon to hear the term “STIG Compliant,” but this does not indicate being included in a certified, approved, and
published DISA STIG. Achieving the inclusion in a DISA STIG is no small feat. Only through the coordination with and approval by
DISA can security guidelines be part of a DISA STIG.

At VMware, we are excited to have VMware HCI included in the VMware vSphere STIG Framework to be able to provide this level of
security to customers who need complete certainty about their security profile.

To view the official STIG approval, visit the DoD Cyber Exchange website.
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Summary

Hyper-Converged Infrastructure, or HCI, consolidates traditional IT infrastructure silos onto industry standard servers. The physical
infrastructure is virtualized to help evolve data centers without risk, reduce total cost of ownership (TCO), and scale to tomorrow
with timely support for new hardware, applications, and cloud strategies.

HCI solutions powered by VMware consist of a single, integrated platform for storage, compute and networking that build on the
foundation of VMware vSphere, the market-leading hypervisor, and VMware vSAN, the software-defined enterprise storage solution
natively integrated with vSphere. vCenter Server provides a familiar unified, extensible management solution.

Seamless integration with vSphere and the VMware ecosystem makes it the ideal storage platform for business-critical
applications, disaster recovery sites, remote office and branch office (ROBO) implementation, test and development environments,
management clusters, security zones, and virtual desktop infrastructure (VDI). Today, customers of all industries and sizes trust
VvSAN to run their most important applications.

VMware provides the broadest choice of consumption options for HCI:

VMware Cloud Foundation™, a unified platform that brings together VMware's vSphere, vSAN and VMware NSX™ into an
integrated stack for private and public clouds.

Dell EMC VxRail™, a turn-key HCI appliance tailored for ease of use and deployment

VvSAN ReadyNodes™ with hundreds of systems from all major server vendors catering to flexibility of deployment needs and
vendor preferences

VvSAN focuses on enabling customers to modernize their infrastructure by enhancing three key areas of today’s IT need: higher
security, lower cost, and faster performance.

The industry’s first native encryption solution for HCI is delivered through vSphere and vSAN. A highly available control plane is
built in to help organizations minimize risk without sacrificing flash storage efficiencies.

VvSAN lowers TCO by providing highly available, powerful, and economical stretched clusters that are 60% less than leading legacy
storage solutions. Operational costs are also reduced with new, intelligent operations that introduce 1-click hardware updates for
predictable hardware experience and pro-active cloud health checks for custom, real-time support.

VSAN is designed to scale to tomorrow’s IT needs by optimizing flash performance for traditional and next-generation workloads.
This enables organizations to realize the benefits of vSAN for all workloads.
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References

Additional Documentation
For more information about VMware vSAN, please visit the product pages at http://www.vmware.com/products/vsan.html

Below are some links to online documentation:

Cloud Platform on TechZone:
https://core.vmware.com

Virtual Blocks:
http://virtualblocks.com/

VMware vSAN Community: https://communities.vmware.com/community/vmtn/vsan

VMware PowerCLI:
https://code.vmware.com/web/dp/tool/vmware-powercli/

VMware APl Explorer:
https://code.vmware.com/apis

Support Knowledge base:
https://kb.vmware.com/

VMware Contact Information

For additional information or to purchase VMware Virtual SAN, VMware’'s global network of solutions providers is ready to assist. If
you would like to contact VMware directly, you can reach a sales representative at 1-877-4VMWARE (650-475-5000 outside North
America) or email sales@vmware.com. When emailing, please include the state, country, and company name from which you are
inquiring.
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